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The second focus of this research is the performance of broadcast bus networks with
integrated voice/data traffic. The networks considered are the contention-based Ethernet
and two contention-free round-robin schemes, Expressnet and the IEEE 802.4 Token Bus.
To accommodate voice traffic on such networks, a new variable-length voice packetization
scheme is proposed which achieves high efficiency at high loads. While several studies




of voice/data traffic on local area networks have appeared in the literature, the differing
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Chapter 1
Introduction

1.1. Historical Perspective

The late 1960's saw the emergence of packet-switching as a means of cfficiently
sharing expensive communication networks among many users {Roberts 78]. This
technique is useful when the traffic is bursty. i.e., the traffic consists of messages separated
by idle periods of variable duration. In packet-switched networks. rather than dedicating a
circuit to a pair of users for the duration of a session, messages are transmitted in separate
packets with communication lines being utilized by a pair of users only for the duration of
each packet transmission. Long messages may be broken up into sub-units with each
being transmitted in a separate packet. Each packet may traverse the path from the source
to the destination in several hops, with storage at intermediate nodes in store-and-forward

nctworks, leading to problems of routing and ordering of packets at the destination.

In the carly 1970°s, local area networks were introduced for intcrconnection of
computers within an area such as a campus or building [Clark et. ¢l 78]. Such networks
are characterized by high bandwidths, currently on the order of 1 - 100 Mb/s. and span
distances of 1 - 10 km. Local arca networks may be broadly classified according to
topology into star. ring and bus networks (Figure 1-1). Star networks are well suitcd for
connection of terminals to a time-shared computer. For the interconncction of
autonomous computers they have the drawback of having a single point of failure that

completely disrupts operation.

The ring and bus topologies are more suitable for computer interconncctions. In the
bus, every station receives every packet resulting in broadcast operation and climinating

the problems of routing and ordering of packets. With rings. broadcast operation can be
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Figure 1-1: Local Arca Network Topologics.
() Star. (b) Ring. (¢) Bus.




achicved by requiring that every packet circulate once around the ring before being
removed. The design of protocols for orderly access is aided by the circular point-to-point
topology. However. the failurc of a single station can disrupt the network unless measurcs
such as redundancy or the use ot bypass switches are adopted. Bus networks achiceved
early prominence owing to rcliability and case of implementation. The bus is passive and
the network is unaffected by most failures of individual stations. Stations can he added to-
and rcmoved from the network during normal operation. In this work, we restrict our
attention to bus nctworks. We note that from the performance point of view, there are
commonalities between some ring and bus access methods. Thus. some of our results are

indicative of the behaviour of certain ring networks.,

Broadcast local area networks had their beginnings in 1970 in a packet-radio network
at the University of Hawaii. the ALOH A network [Abramson 70]. In ALOHA. remote
stations broadcast packets over a common frequency band to a central station. Collisions
between multiple packets require retransmissions for rcliable data transfer. These are
generated by higher level protocols using acknowledgements and timeouts. A more
eflicient scheme. currier sense multiple access (CSMA). was proposed by Klcinrock and
Tobagi [Klcinrock & Tobagi 75]). In CSMA, stations scnse activity on the channel and
transmit only when the channel is idle, thus reducing the probability of collision and

lcading o improved utilization.

With the addition of collision detection, the CSMA protocol was implemented in a
coaxial cable network. the Ethernet, at the Xcrox Palo Alto Rescarch Center [Metcallc &
Boggs 76, Crane & Taft 80]. In this variant of the CSMA protocol, carrier sense multiple
access with collision detection (CSMA/CD), stations monitor the channcl for collisions
while transmitting. In the cvent of a collision, transmission is aborted thus reducing the
wastage of bandwidth, The Ethernet was used successfully by a lirge community of users
at a number of interconnected sites [Shoch & Hupp 80]. This led to the introduction of a
commercial version of the Ethernet operating at 10 Mb/s [Fthernet 80] and. recently, to
the adoption of CSMA/CD as an standard. 1EEE 802.3, for local intcrconnection [IEEE
85a]. The IEEE 802.3 standard and the 10 Mb/s Ethernet arc very similar implemen-

tations and hereafler we use the term Ethernet o refer to both.




In recent ycars. large numbers of local area networks, in particular, Ethernets, have
been installed. The ayailability of these networks has made possible experimental
performance evaluation both under normal traffic conditions and under artificially
generated traffic loads. Measurements on networks with about 100 stations indicated that
the average traffic under normal use was less than 100 kb/s [Shoch & Hupp 80, Kume 85].
Even during the busiest 1 second. the traffic was less than 1 Mb/s, well below the typical-
bandwidths of 10 Mb/s currently in use in local area networks. With the proliferation of
networks, however, installations have much larger numbers of stations and new traffic
types may have to be accommodated. These factors can cause traffic levels to rise to near

the network capacity. Hence accurate performance assessment is imperative.

Taxonomy

In an attempt to impose some order on the burgeoning proposals for local
interconnection, various taxonomies have been proposed. Early taxonomies were based
primarily on topology and included both local area and store-and-forward
nctworks [Anderson & Jensen 75, Shoch 79]. More recently. it was observed thai broadcast
networks with differing topologies may actually be very similar in behaviour ard could be
divided into 4 classes based on the access scheme [Tobagi 80). In fixed assignment
schemes, cach station transmits over a shared channel in a pre-determined time-slot
(TDMA) or frequency-band (FDMA). In random access schemcs. stations share a channel
without any pre-determined assignment.  Stations may opcrate independently (e.g.
ALOHA), or may make decisions on when to transmit based on varying amounts of state
information from the channel (c.g. CSMA, P-CSMA). The third class is demand
assignment multiple access, or DAM A, schemcs in which bandwidth is allocated in an
orderly fashion on demand. This class is subdivided depending on whether control is
distributed or centralized. The fourth class covers adaptive stratcgies in which the

protocol varies with load. and hybrid schemes.

Recently, the DAMA class has been further sub-divided into 3 sub-classes based on
the nature of the access protocol [Fine & Tobagi 84]. In one sub-class, stations utilize a
separate channel or periodic time slots for reservations of the main channel, thus achieving

orderly access. In the sccond sub-class, stations dclay transmission by differing times to
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allow others to gain control of the channel. The delay may be based on station location or
other factors and, again, enables orderly access to be achieved. In the last sub-class,
stations attempt to transmit at some time after they are ready, monitoring the channel
during transmission. In case of conflicts, all stations but one defer transmission. These
attempt-and-defer schemes can achieve high performance even at high bandwidths where
the performance of the other schemes is poor.

Digitized-Voice Networks

The past decade has seen a trend towards the digitization of voice telephony
motivated by the improved noise immunity of digital signals compared to analog signals
and the declining cost of digital circuitry [Gold 77). This has sparked interest in the
feasibility of the sharing of communication networks by voice and computer traffic. Such
integration can yield economies from the sharing of physical resources, and can ease the
use of computer resources such as file servers for voice applications. Further, this can
facilitate the integration of voice into traditional data applications such as text editors and
electronic mail systems for enhanced functionality [Shoch 80]. Assuming 64 kb/s
encoding, a 10 Mb/s network could accommodate no more than 10/0.064 = 156
simultaneously active voice terminals in the absence of data traffic and overhead. Thus,
the situation of low utilization of available bandwidth on existing local area network noted
above will not hold in the voice/data context. Owing to the differing characteristics and
requirements of voice and data traffic, performance evaluations of networks with data
traffic are inadequate for voice/data traffic. A need exists for a systematic evaluation of a
range of networks with voice/data traffic in order to understand the design trade-offs
involved. Alternative approaches being explored for integrated voice/data transmission
include (a) providing data access on telephone networks, (b) transmission of packetized
voice traffic over computer networks, and (c) hybrid schemes.

A number of papers have addressed issues of voice/data traffic on point-to-point links
and centralized switches [Arthurs & Stuck 79, Coviello & Vena 75, Fisher & Harris 76],
and metropolitan- and wide-area networks [Maxemchuk & Netravali 85, Weinstein &
Forgie 83]. Others have dealt with economic aspects of voice/data networks [Gitman &
Frank 78] and general performance issues of voice traffic [Bially et. aL 80, Goel & Amer




83, Gruber 81, Gruber & Le 83, Gruber & Strawczynski 85]. Further treatment of the
characteristics, requirement and performance measures of voice/data traffic is found in
Chapter 2. Prior work on the evaluation of local area networks with voice/data traffic is

covered in the next section.

1.2. Prior Work

In this section we review relevant prior work. First, we review studies dealing with
data traffic on CSMA/CD. These include analytic modeling, simulation and measurement
efforts. Next, we review studies of the performance of broadcast bus local area networks
with voice/data traffic, dealing first with contention-based schemes such as CSMA/CD

and then with contention-free schemes.

CSMA/CD Performance ,

Several analytic studies of CSMA/CD performance with typical data traffic have
appeared.1 Metcalfe & Boggs presented a simple formula for estimating the maximum
throughput of an Ethernet network [Metcalfe & Boggs 76]. Almes & Lazowska used
simulation to characterize the performance of a 3 Mb/s Ethernet and to study the effects
of variations in the retransmission algorithm [Almes & Lazowska 79]. Lam used a
single-server quéueing model to obtain delay-throughput characteristics of CSMA/CD.
The technjque of embedded Markov chains used to model the CSMA protocol [Kleinrock
& Tobagi 75, Tobagi & Kleinrock 77] was extended to CSMA/CD [Tobagi & Hunt
80, Shacham & Hunt 82). A later study dealt with the effects of carrier detection time in
finite population CSMA/CD [Coyle & Liu 83]. Recently, an approximation technique
was used to study the performance of an infinite population of stations uniformly
distributed on a linear bus[Sohraby et al 84]. Another approximation technique,
equilibrium point analysis, was used to model CSMA/CD with muitiple buffers (Chapter
10 in [Tasaka 86]). These studies showed that the CSMA/CD protocol achieves high
throughput when the ratio of the propagation delay to the packet transmission time, a4, is
small, less than about 0.1. For larger values of a, however, throughput drops significantly,

1Some of these are described in greater detail in Section 43.1.




c.g.. to 10% with @ = 1. This occurs because a contention overhead on the order of the
propagation delay is incurred for each packet while stations leamn of cach other's

transmission attempts.

Few studies of the performance characteristics of actual networks have been reported.
Measurements on a 3 Mb/s experimental Ethernet with artificially-generated data traffic
with fixed packet lengths showed that high throughput was achieved with packet lengths
of 64 bytes of greater. Throughput dropped with shorter packets [Shoch & Hupp 80]. In
1981-82 we extended these measurements to include delay characteristics and a bandwidth
of 10 Mb/s [Gonsalves 85]. At 10 Mb/s, high throughput was achieved with packet
lengths greater than 500 bytes, but throughput was found to drop to 25% with short
packets of 64 bytes. Delay was found to be little greater than the packet transmission time
for most of the packets. A few packets, however, suffered delays up to 2 orders of
magnitude greater., Our results are discussed further in Section 4.2. Toense described
limited measurements on a 1 Mb/s CSMA/CD network with 6 stations generating data
traffic [Toense 83], reporting high throughputs owing to the low value of a.

The work described hitherto has provided much knowledge about the behaviour of
the CSMA/CD protocol under various conditions. With regard to the Ethernet, the
differences between the analytic models and the implementation limit the applicability of
these models to the prediction of Ethernet performance. This has been shown by the
measurement studies cited above and is described in Section 4.3. The principal difficulty
in the analysis of the Ethernet is the nature of the back-off algorithm used to resolve
collisions between several packets. Other differences between the implementation and
models include the location and number of stations. While some of the analytic studies
-address some of these issues, no one covers all. Thus, we are led to the use of simulation to
further study the behaviour of the Ethernet protocol, particularly at the limits of good
performance.




Voice/Data Traffic

Here we review prior work on the behaviour of broadcast bus networks with

voice/data traffic, First, we cover random-access schemes and then DAMA schemes.

Nutt & Bayer simulated a 10 Mb/s Ethemnet with integrated voice/data traffic,
examining the effect of minor variations in the retransmission algorithm [Nutt & Bayer
82]. Tobagi & Gonzalez-Cawley described a simulation study of voice traffic with various
encoding rates on 1 and 10 Mb/s CSMA/CD networks [Tobagi & Gonzalez-Cawley 82].
We measured the performance of a 3 Mb/s Ethernet with emulated voice traffic
(summarized in Section 4.5.1) [Gonsalves 83]. Musser et. al compared the performance of
CSMA/CD and GBRAM [Liu et. al 81], a prioritized form of CSMA, at 1 and 10 Mb/s
with only voice traffic [Musser, et al 83]. DeTreville compared performance of the
Ethernet and Token Bus[IEEE 85b] at 10 Mb/s[DeTreville 84]. These studies
demonstrated the potential of CSMA/CD for integrated voice/data traffic under low to

moderate traffic conditions. The behaviour under heavy traffic was not well examined.

Several proposals have been made for prioritized variants of CSMA and some have
been evaluated with voice/data traffic, with voice assigned a higher priority than
data [Chlamtac & Eisinger 83, Chlamtac & Eisinger 85, lida et. al 80, Johnson & O’Leary
81, Maxemchuk 82, Tobagi 80, Tobagi 82]. Most of these schemes retain the contention
mode of access, merely restricting the classes of stations that may contend during certain
periods to achieve priority. This works well when the high priority class forms a small
fraction of the total offered load. In t'he case of voice/data traffic, voice is expected to
comprise the bulk of traffic. Consider the situation when 95% of the traffic is voice and 5%
is data. Eliminating the 5% of data traffic via a priority mechanism will not increase the
total throughput if the remaining voice traffic continues to use contention access. In
particular, at high bandwidths and/or with short packets, when the efficiency of
contention access is poor, such a priority mechanism will not help much with the assumed
traffic mix. Two of these priority schemes do not suffer from this drawback. Chlamtac &
Eisinger propose allocation of alternate frames for voice and data {Chlamtac & Eisinger
85]. Within the voice frame, stations transmit in pre-allocated time-slots. Data traffic uses




CSMA within the data frame. Several issues of synchronization and control are not
addressed. Maxemchuk presents an elegant scheme in which voice stations operate in
TDMA fashion while data stations contend for the remaining bandwidth [Maxemchuk 82].
Once a voice station obtains access, it is guaranteed access at periodic intervals. Thus the
scheme operates efficiently with fixed-rate voice encoding and a prototype has been
implemented [DeTreville & Sincoskie 83]. The scheme limits the length of data packets,
thus leading to inefficiency in the case of bulk data transfers and is of limited utility in the
case of variable-rate encoding or if silence suppression (Section 2.2.1.1) is used to reduce
voice bandwidth requirements. The scheme also requires a long packet preamble and
hence efficiency drops at high bandwidths.

In addition to the studies listed above, some studies have dealt with voice/data traffic
on DAMA networks. Limb & Flamm present a simulation of a Fasnet [Limb & Flores 82]
with two 10 Mb/s unidirectional broadcast busses [Limb & Flamm 83]. The traffic is a
mix of 64 Kb/s voice channels, with silence suppression, and data packets. In the
round-robin Expressnet scheme, the integration of voice and data traffic is facilitated by
the use of alternating rounds for the two traffic types [Fratta et. al 81, Tobagi et. al 83].
Fine & Tobagi obtained a simple analytic formula for performance of the Expressnet with
fixed-rate voice traffic and a fixed amount of data [Fine 85, Fine & Tobagi 85]. They
analysed the case with silence suppression but were not able to obtain numerical results
due to ex;;onential growth of the state space. Hence, for this case they used simulation to
obtain results for bandwidths of 1, 10 and 100 Mb/s and voice delay constraints of 1, 10
and 100 ms with 64 Kb/s voice sources. It was found that increasing the delay constraint
from 1 to 10 ms yields a substantial increase in the voice capcity, i.e., the number of voice
sources that can be handled with acceptable quality. A further increase to 100 ms yields a
‘relatively small increase in the voice capacity. The use of silence suppression was found to
increase the voice capacity by a factor approximately equal to the ratio of mean talkspurt
length to silence duration. The principal limitation of this work is that the heavy traffic
assumption is made for data, with each data round being of a fixed length. Thus, the
effects of variation in data traffic on voice performance are not studied. Likewise, the
performance characterization of data traffic and the effects of voice on it are incomplete.
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In this survey of studies of voice/data traffic on local arca networks, several points
emerge. Firstly, with few exceptions, each study focuses on a single network. Sccondly,
the degree of detail varies widely, especially betweern the analytic and simulation studies
but also between the different simulation studies. Further, the assumptions regarding
traffic characteristics and performance requirements differ. For example, ‘most studies
assume a single value for maximum allowable voice delay though this is a subjective
parameter and may have a much wider range depending on the application (Section
2.2.1.2). The value chosen ranges from 1 ms to 200 ms in the various studies. Fine &
Tobagi consider a range of 1-100 ms for the maximum voice delay for the Expressnet [Fine
& Tobagi 85]. Most of the studies, with the exception of Fine & Tobagi, do not consider
the use of silence suppression though this has the potential for doubling the number of
voice stations that can be accommodated. While much valuable work has been done, the
understanding of voice/data networks that emerges lacks in detail and is not comprehen-
sive. In a recent survey of multi-access protocols, Kurose et. al were able to make
quantitative comparisons between some protocols with data traffic [Kurose et. al 84].
With voice traffic, however, they were able only to make some general qualitative

statements based on results from the literature.

1.3. Contributions

This work addresses two related aspects of local area network performance. The first
is the performance of the Ethernet protocol, CSMA/CD, under a wide range of
conditions, particularly under high loads. We present measurements on actual Ethernet
networks with artificially-generated data and voice traffic (Sections 4.2 and 4.5.1). These
demonstrate the potentials of the protocol and its limitations. The protocol is shown to
perform well with both data traffic and with emulated voice traffic, but at higher
bandwidths and/or under tight delay constraints, performance is poorer. The measure-
ments also show discrepancies between the predictions of prior studies [Metcalfe & Boggs
76, Lam 80, Tobagi & Hunt 80} of the CSMA/CD protocol and the performance of the
Ethernet implementation, with the measured performance usually being poorer than the
predictions, especially at large a.
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Due to the limitations of measurement, we resort to simulation, validated with our
measurements, to extend the study of the Ethemet protocol as described below. We show
that the physical distribution of stations on the network affects individual station
performance. In symmetric configurations, stations near the centre of the network obtain
a higher than proportionate share of the tandwidth than stations near the ends. In
asymmetric configurations, isolated stations are adversely affected (Section 4.4). Next, we
study the effects of parameters such as the number of buffers per station and the
retransmission algorithm, especially with large numbers of stations (Section 4.3). We show
that a simple modification to the retransmission algorithm enables high throughput, close
to that predicted by prior analysis, to be achieved even with large numbers of stations.
Finally, this study identifies the regions of applicability of analytical models of CSMA/CD
for the prediction of Ethernet performance. The simple model of Metcalfe & Boggs
[Metcalfe & Boggs 76] is found to be accurate for a < 0.1 while the analyses of Lam and
Tobagi & Hunt [Lam 80, Tobagi & Hunt 80] are accurate for a < 0.1 (Section 4.3.2).

The second focus of this research is the performance of broadcast bus local area
networks for integrated voice/data traffic. We . _ ose a new scheme for packetization of
voice samples for transmission on broadcast bus networks. By the use of variable length
packets, this scheme provides high efficiency at high loads while maintaining low delays at
low loads. While several studies or vcice/dat. integration on local area networks have
appeared, the differing assumptions made and performance measures used render
comparisons with each other difficult. To overcome this, we formulate a network-
independent framework for evaluation of such networks in an integrated voice/data
context, identifying ranges of interest of various parameters. Owing to the inadequacies of
analytic techniques for integrated voice/data networks, we have developed a parametric
simulator for such networks and traffic (Chapter 3).

We present a systematic evaluation of representative broadcast bus networks with
voice traffic integrated via our variable-length scheme with data traffic. The networks
chosen span the range from proven random access schemes to experimental DAMA
schemes that opérate efficiently at high bandwidths. Specific networks considered are the




12

Ethernet (IEEE 802.3 standard) and two round-robin schemes, the Token Bus (IEEE 802.4
standard) and Expressnet. We show that deterministic schemes have better performance
than random access almost always. Comparison of the performance of the two
round-robin schemes highlights the importance of low scheduling overhead, especially at
high bandwidths. The trade-offs between two priority mechanisms for round-robin
schemes are identified. Numerical results are obtained over wide ranges of key network
parameters. Thus, interpolation may be used to obtain approximate performance over a
large volume of the design space.

1.4. Overview

In Chapter 2, we discuss the characteristics and requirements of voice and data traffic.
This results in the formulation of a consistent set of parameters and performance measures
for the evaluation of voice/data networks. In Section 2.2.1.3 we describe our proposed
voice packetization protocol. Next, the evaluation methods are discussed in Chapter 3
with particular reference to the networks and traffic types of interest. Chapter 4 contains a
characterization of the performance of the Ethernet protocol under diverse conditions.
Considering data traffic, we describe a measurement study in Section 4.2. This is extended
via simulation to regions in which analytic techniques are inadequate in Section 4.3 and to
a consideration of the effects of the physical locations of stations in Section 4.4.

Next, the characteristics of three local area networks with integrated voice/data traffic
are described in Section 4.5 (Ethernet), and Chapters S and 6 (Token Bus and Expressnet
respectively). The emphasis is on aspects specific to particular networks, including the
empirical optimization of the parameters of our voice packetization protocol. In Chapter 7
we compare the performance of the three networks with voice/data traffic. Chapter 8

‘oontains a summary of the thesis and conclusions. A summary of notation and details of
the simulation methods used, including the program structure and validation, are in the
Appendices.
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Chapter 2
Frameworkfor Evaluation

To facilitate the comparative study of differing local area networks with integrated
voice/data traffic, we formulate a network-independent framework for evaluation. This
framework consists of a description of the traffic model and a set of performance metrics.
These can be applied to any given network and access protocol as indicated in Figure 2-1.
Note that for each network there may be additional metrics of interest, for example.
collision counts in CSMA networks. In the remainder of this chapter we discuss the
nature of the traffic model and performance metrics and list the values or ranges chosen
for various parameters for our evaluation. We also describe the traffic generation

processes used and introduce our proposed protocol for voice packetization.

2.1. System Model

The system considered consists of a number of stations interconnected by a network
(Figure 2-2).  Such a nctwork typically spans a campus or an office building,
interconnecting a mix of workstations and voice terminals in individual offices, printing.

file and other servers, and time-shared computers. The network may also have one or

more gateways to other computer communication networks and to the public telephone

nctwork.

The network is characterized by the channel bandwidth, C. the topology and the
distance spanncd. Bandwidths of up to 10 Mb/s are common in operational networks,
with experimental networks having bandwidths of 100 Mb/s. Common topologies are
linear bus, tree, star and ring topologies. The measure of distance depends on the

topology. For a linear bus and a ring, the distance, d, is the length of the transmission
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Figure 2-1: A framework for network cvaluation

medium and typically ranges between 0.5 - 10 km. For the star and trce topologics a
measurc of distance is the length of the longest path between any pair of nodes. In the
casc of unbalanced topologics, the distribution of stations must also be taken into account.
In this work we restrict our attention to the linear bus topology and. 1o a lesser extent, to

the star topology.

A voice terminal is considercd 1o be a telephone with digital output. The terminal
may be connccted to the network via a workstation, sharing the network interface unit of
the workstation or it may have its own nctwork interface unit [Shoch 80). Rcgardless of

the means of conncction to the nctwork, the terminal may utilize the power of the




15

File Server Print Server ¢ o o Gateway
Work- Voice Work- . o o Voice Work-
Station Terminal Station Terminal Station

Figure 2-2: A broadcast bus local area network

workstation to provide added functionality, or it may incorporate a dcdicated processor
and memory [Swinchart. Stewart & Ornstcin 83]. In our evaluation, we assume that voice
and data stations have individual network interface units and that cach station generates

only one type of traffic.

2.2. Traffic Model

In this scction we describe a traffic model for integrated voice/data networks. For the
two types of trafTic, voice and data, we describe the characteristics of the traffic and discuss
the requirements for acceptable performance. ‘The generation of traffic with specified

charactcristics is also considered.

2.2.1. Voice Tratfic

Voice traffic is assumed to arisc from two- or multi-way conversations,  ‘Traflic
gencrated by other real-time applications such as the monitoring ol remolte sensors may
have similar characteristics. Notc that we do not include here traflic between a person and
a voicc file-scrver since, with adequate buffering, such traffic can be modelled as data
trafTic.
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2.2.1.1. Characteristics

The analog speech signal is converted in digital form in the voice station using some
coding technique. The coder rate. ¥, depends on the technique used and may be cither
fixed or variable. Coding schemes based solély on the magnitude of the speech signal and
its rate of change with time include PCM, DPCM. ADM, ADPCM and typically have
constant rates in the range 8-64 Kb/s. These schemes can be used with any analog signal. ‘
Lower rate coders arc based on the structure of speech and are often referred to as
vocoders. These have constant or variable data rates as low as 1 Kb/s. Existing and
proposed standards for digital telephony specify PCM coding with rates of 32 and 64
Kb/s [Bellamy 82). We consider only 64 Kb/s.

A voice signal consists of alternating segments of speech and silence. The speech
segments, or talkspurts. corrcspond to utterance of a syllable, word, or phrase. The silence
segments occur due to pauses between talkspurts. During a two-way voice conversation
each speaker alternates between talking and listening, causing additional silence segments.
A statistical analysis of 16 conversations showed that each speaker spends about 40-50% of
the time talking [Brady 68]. During a conversation, the following states occur for the

specified percentages of the total conversation:

One speaker talking: 64-73%
Both speakers talking: 3-71%
Both spcakers silent: 33-20%

The ranges above result from varying the threshold usced to distinguish silence from
speech. Talkspurts of each speaker were found to have mean durations on the order of 1's
while silent intervals were about 50% longer. In both cases, standard deviation was about
half the mean.

The talkspurt/silence characteristics of voice may be exploited to achicve increased
utilization of channel bandwidth by transmitting the voice signal only during talkspurts.
This technique of silence suppression is referred to as time assignment speech interpolation
(TAS]) when used to multiplex several analog voice signals on a limited number of
circuits [Bullington & Fraser 59). TASI was developed to maximize the use of

trans-Atlantic cables capable of carrying only a few dozen simultancous circuits.
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The operation of a voice terminal can be modeiled by a 3-state finite-state machine
(Figure 2-3). When no gall is in progress, the terminal is in the inactive state. During a
call, the terminal alternates between two active states, talk and silent, as described above.
At the end of the call, the terminal returns to the inactive state. While talkspurt and silent
interval durations are on the order of 1 s, the duration ot a call is typically 2 orders of
magnitude greater. Thus. the talkspurt transitions and the call on/ofT transitions may be
modelled as scparable phenomena. This issue is discussed in some detail by Bially er.
al [Bially et. al 80]. In our evaluations we assume that all terminals are always active.
Based on earlicr work {Brady 68], we assume that the times spent in the talk and idle states

arc uniformly distributed random variables with means 1.2 s and 1.8 s respectively.

Start of
call

End of call

End Start
of call ofcall

End of syllable, cte.

A

Start of syllable, cte.

Figure 2-3: State Diagram of a Voice Terminal
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2.2.1.2. Requircments

The principal requircment for voice traffic is bounded delay. Voice samples that are
not delivered to the receiver within some period, Dmax. must be discarded. Subject to this
constraint, variability of delay is usually acceptable as it can be compensated for by
buffering. Typical values for D max depend on the application. For conversations between
two local stations, delays of 100-200 ms can be toleratcd. For conversations that traverse a
public telephone network with a local area network at one or both ends, the delay on each
local network should be limited to a smaller value, eg. 10-20 ms, so.that the total delay is
within acceptable limits. [f the delay over the local area network is limited to about 2 ms.

the local area network will be indistinguishable from a digital PBX.

Due to congestion. delay in a packet-voice system may exceed Dm. In such a case,
samples that have suffered excessive delay may be discarded resulting in a loss of some
fraction. ¢, of voice samples. Owing to the redundancy of speech. low values of loss may
not be perceptible to the listener. Studies have shown that losses of up to 1-2% are
acceptable [Gruber & Le 83]. The limit depends on the voice coding algorithm uscd as
well as the nature of the loss. If the discarded segments, or clips. are below about 50 ms,
the loss appears to the listener as background noise [Campanella 76]. If the discarded
segments are larger, syllables or even words may be lost resulting in greater annoyance.
For a given loss level, the acceptability of the reconstructed speech decreases as the mean
length of the clips increascs. Alternatively. to obtain the same quality. greater loss can be
tolerated with shorter clips than with longer ones [Gruber & Strawczynski 85]. The
annoyance can be reduced by having the receiver replay the latest voice sample received

rather than inserting silences [Musser, et. al. 83).

2.2.1.3. A Yoice Packetization ’rotocol

In a packet-voice system samples must first be buflered at the transmitter to form a
packet which is then transmitted. Thus, delay has two componcnts, the packetization
delay and the network delay. The use of shorter packets is desirable to rcduce the
packetization delay whilc the use of longer packets is likely to increase utilization of

nctwork bandwidth. We propose a variable-length packet protocol that achieves low delay
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at low network loads and higher efficiency at high loads [Gonsalves 82, Gonsalves 83].2

The operation of thé protocol is as follows. Each voice station has a first-in first-out
(FIFO) packet buffer of some length, P . in which generated samples are accumulated.
When the length of the packet in the buffer reaches a minimum, P, the station attempts
to transmit the packet over the network. Whilc the station is trying to gain control of the -
network, the packet continues to grow as new samples are generated. When the access
attempt is successful, the entire contents of the buffer are transmitted in a single packet.

Thus the length of the voice packets varies with time as traffic intensity varies.

While the packet is being transmitted at the channel transmission speed, C bps, it
continues to grow at the rate ¥ bps. Thus. in the absence of contention, the length of the
shortest packet, 7, is greater than P During the time taken to transmit /” bytes the
packet grows by (/7/()x V bytes. Thus, we have:

P= Pm,.n-i-(l"/C’)x 4

Le = P/ (1=V70)

The delay is defined to be the time from the gencration of the first sample to the
successful transmission of the entire packet. The propagation dclay over the network is

negligiblc for the cases that we study. The minimum delay is a function of 7, Dpn="V

In order to ensure that the delay is bounded. the packet buffer is limited in size to the
maximum packet length, Prax I due to contention, the station cannot transmit the
packet before its length reaches P ey the buffer is managed as a FIFO queue, with the
oldest sample being discarded when a new one is generated. Thus. we have the maximum’

dclay Dm = Pm /V.

'To summarize, each station accumulates voice samples at ¥ bps until it has a packet of

length P min: 1 11€ Optimum value of P .in 1§ dependant on the protocol and parameters

2A similar approach was reported in a simulation study of the Fthernct and Token Bus for voice
transmission [DeTreville 84),
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such as Pmax. It then attempts to transmit. continuing to build the packet until it is
successfully transmitted. A maximum, P rax is imposed on the packet length to bound the
delay to Dmax. However, this can cause loss of samples due to network congestion. At low
loads. packets are short leading to delays little greater than D min- AU Digh loads, packets
are iong. improving utilization due to amortization of the protocol overhead per packet
over a large number of voice samples. In addition, in protocols such as CSMA/CD,

utilization is an increasing function of packet length.

2.2.2. Data Traffic

Data traffic is assumed to arise from computer communication applications. These
include interactive applications such as remote logins and transaction processing.
Non-interactive or bulk traffic arises from applications such as file transfers and elcctronic

mail.

2.2.2.1. Characteristics

Data traffic is typically bursty in nature, i.e., a station alternatcs between periods of
high network activity separated by relatively long periods during which it generates few
packets. The traffic may be characterized by the packet arrival process and the packet
length distribution.

The packet length distribution is a function of the application cnvironment and the
protocols used and may be expected to vary widely. In an experimental study of normal
traffic on an operational Ethemet interconnecting over 100 workstations and several
servers in the Computer Systems Laboratory at the Xerox Palo Alto Research Center, the
distribution of packet lengths was found to be bimodal [Shoch & Hupp 80]. The shorter
packets, of length about 32 bytes, consisted almost cntircly of protocol overhead with a
few bytes of data.  Such packets are gencrated by interactive applications and protocol
control functions. Thc longer packets. of length between 512 and 576 bytes, resulted from
bulk data transfer applications with the packet length being the maximum allowed by the
protocol. The ratio of the number of short packets to the numbcr of long packets was such
that the short packets comprise about 15-30% of the total data bytes. The numbers quoted
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here are specific to a particular application environment and protocol. However. the
bimodal distribution and the abundance of short relative to the number of long packets is
expected to be more general. We denote the packet length by P, and the mean packet

transmission time by Tp: P/C.

The packet arrival process depends not only on the application but also on the
protocol implementation and network interface unit in the station. We assume that the
network interface unit has a transmission buffer in which the packet is stored while the
transmission attempt is being made. There may be additional buffers to queue packets.

The total number of buffers in a network interface unit is denoted by B.

Two modes of behaviour may be identified. non-feedback and feedback. In the
former, packet arrivals are independent of one another. This mode is approximated in a
multi-tasking system with several independent tasks may be generating packets concur-
rently. If one task is blocked because it is waiting for a frec packet buffer, other tasks may
run and also gener>* . ckets. Thus, the arrival of packets to the network interface unit is
less dependent ,r e current state of the buffers. Note that the non-feedback mode may
also occur i1 applications where packets are broadcast periodically with some information
such as the time or the status of some instrument. In these cases, packets are simply
discarded when the buffer is full. In contrast, in the feedback mode. the generation of a
new packet starts only when the previous onc has been transmitted.® Thus, if the bufTers
arc full, the station must wait until a packet has been transmitted before it can generate
another packet. This mode of operation is likely to occur in single-tasking systems and

with interactive applications.

A simple model of the non-fecdback mode is shown in Figure 2-4. The operation of
the access protocol in cach station is modelled by a nctwork server. This server includes
the transmission bulTer of cach nctwork interface unit. ‘The qucue of this scrver is thus

physically distributed. Its service rate and discipline are functions of the protocol. The

3The feedback mode usually ariscs when there is only one packet buffer. For the sake of completeness, we
generalize our definition 10 the multiple-bulfer case.
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scrvice rate is also, in general. a function of the number of packets in the queue. In some
protocols. all packets eventually receive scrvice and contribute to the throughput. ».
Packets may also be discarded after some time in the network server due to congestion and
do not contribute to 9. In this case, the network server, may be represented by two stages.
Net Server A and Net Server B. The former corresponds to the service until access is
obtained or until the packet is discarded, and the latter corresponds to successful
transmission of the packet. Packets arrive at the ith network interface unit at the rate 176,
If the buffers are {ull, packets arc discarded. Note that whilc the ith network interface unit
has &, buffers. bnly B, - 1 are shown in the model of the network interface unit, the

remaining one, the transmission bufTer, being in the central network server.

* [Lost duc to buffers full

/6, ** Discarded duc to protocol

v

______ Network Server
| B} buffers I NN 000 — = - - = - — =

—_— —_
178, I
s 11— ()
—_ Ml aili}

178y .

\/

Figure 2-4:  Packet Arrival Process: Non-Feedback mode.
B; bullers instation i, L <7< V.

We deline offered load, G, of a station { to be the rate at which traffic cnters the
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network from NIU; if the network server had infinite capacity.4 There is no blocking and
throughput is equal to the offered load. The offered load of all N stations, is defined to
be:
G=206, (2.1)
G is thus the mean service rate of the Norton equivalent server of the model excluding the
network server [Chandy et. al 75]. Gl. is clearly equal to 1/8, packets/second. For
convenience, we represent G as a percentage of channel capacity, C. Each packet
contributes on the average P p bytes of useful data. The transmission time of this is Tpd =
P /C. Thus, we have:
G= Tpd/o X100% (2.2)
Packet delay, D, is defined to be the time from when the packet first enters the network
interface unit to the time at which it leaves the network server. There are two components
to defay: the time spent queued in the B-1 buffers in the network interface unit and the
time spent queueing for and receiving service at the network. The latter is often referred

to as congestion delay or service time, while the former is classical queucing delay.

The feedback mode is modelled with a closed queucing network (Figure 2-5). Station
i has B, jobs in class i. After a class / job receives service at the network, it enters station
server i. This server corrcsponds to the various levels of software which generate packets
and has service rate 1/6;. During periods of network congestion. all the jobs of a station

may be in the NIU and network server, and the station scrver is idle.

Offered load. throughput and delay are defined as in the non-feedback case.

4This usage of G differs from the conventional usage to denote the channel offered traffic in infinite
population analyses [Kleinrock 76]. In the latier, G denotes the rate it which packets, new or previously
collided. are scheduled for transmiission on the channcl.
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Figure 2-5: Packet Arrival Process: Fecdback mode.
B buffers and i jobs in station i, l si< N.

2.2.2.2. Requircments

Data traffic requirements vary with the application. Delays of several scconds are
olten acceptable in cases such as bulk file transfers and electronic mail. Somc interactive
tralTic also can tolerate such delays. When the network is uscd io login to a remote system,
the delay requirement is dependant on whether character echoing is performed remotely
or locally. In the former, average packet delay should not exceed about 100 ms, the time
taken for a fast typist to type one character. If echoing is donc locally, higher delays can-
bc accepted. In some systems, characters are cchocd and bulTered locally, with
transmission to the remote system occurring only when one or more fines have been
accumulated. Here, the delay requirements are much less stringent. Variability of delay is

again usually acceptable except in cascs of remote echoing.

Reliability of transicr is important only from a performance point of view for most

higher level protocols as these protocols implement measures to cnsure reliable data
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transfer [Saltzer, Reed & Clark 84]. However. in protocols such as in the V operating
system, high reliability i:s crucial to performance as the V communication protocols are
based on the assumption of a highly reliable, high specd local area network [Cheriton 83].
For bulk data transfers. some minimum average throughput is desirablc in order to limit

end-to-end delay.

2.2.2.3. Generation

Traffic patterns on local area networks during normal usage have not been thoroughly
characterized and may be expected to vary widely between instaflations. Thus the choice
of traffic parameter values in an evaluation is of secondary importance compared to the
consistent use of the same set of parameters for all networks and experiments. In most of
the simulation experiments. the aggregate offered data traffic. G, is assumed to be some
multiple of a standard data load. The standard data load is here defined such that G =
5% of 10 Mb/s. Thus, 2 standard loads correspond to G ;= 10%. and so on. 10 Mb/s was
chosen as the baseline as this is the lowest channel capacity likely to be of interest given
data rates of 32 - 64 Kb/s per voice station. For higher capacity networks we use multiples
of the standard to achieve the desired data traffic loading,

Based on the measurements cited in Section 2.2.2.1, we use the bimodal distribution
for packet length with values of 50 and 1000 bytes for interactive and bulk packets
respectively.  These values do not correspond to any particular protocol but are
representative of scveral [Boggs et. al 80, Ethernct 80]. For our standard, we assume that
20% of the data bytes are carried in 50-byte packets, with the remaining 80% being in
1000-byte packets.

In order to generate 100 Kb/s (20% of 5% of 10 Mb/s) of intcractive traffic. we can use
scveral sets of values for the number of stations, N and their offered load (7‘. Likewise, o
generate 400 Kb/s of bulk traffic we can chose sets of values for N, and G,. It sccms
reasonable to assume that typically N, is larger than N, We use N:N, 2 2:1. The larger
the value chosen for N » the larger will be the corresponding value of § (from Equations
(2.1) and (2.2)). In order to obtain statistically significant results, # must be much smaller

than the simulation run time. Hence we chose the smallest possible valucs for N, and Ny,
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i.e. 2 and 1 respectively. These yield values of ¢ ol about 20 and 10 ms. The stations
operate in the non-feedback mode. To achieve a load of n standard loads. we use 2n

interactive stations and n bulk stations.

2.3. Performance measures

For connection-based traffic such as voice, threc phases can be identified: the access
phase, the information transfer phase, and the disengagement phase [Gruber & Le 83].
During the access phase an attempt is made to setup a circuit, physical or virtual, between
the two ends. If the connection is successfully established. information transfer can take
place. Thereafter, the connection must be broken. Several pcrformance measures of
interest are associated with each of the phases. For example. during the access phase,
measures of interest include the access time, the probability of incorrect access, and the
probability of access denial. A treatment of these issues is given by Gruber & Le, cited
above. In this work. we are concerned primarily with performance during the information

transfer phase. Note that in the case of datagram-based data traffic this is the only phase.

2.3.1. System

The primary performance measure for the system is utilization of the channel
bandwidth under various traffic conditions. It is dcsirable to maximize utilization as
system cost increases with bandwidth becausc higher speed circuitry is more expensive

than lower speed circuitry. The cost of the cable is less strongly dependant on bandwidth.

A given network usually has additional metrics of interest. In the case of the Ethernet,
the distribution of the number of collisions suffered by a packet and the fraction of
packets discarded due to excessive collisions yicld insights into the performance of the
back-ofT algorithm. In prioritized protocols, such as the Token Bus and Expressnet. the
efficiency of the priority mechanism is of importance. These issues are discussed further
in Chapters 4, 5 and 6.
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2.3.2. Voice

The primary voice performance measure is the fraction of samples lost. ¢. Given
constraints on the maximum acceptable loss, ¢. and maximum acceptable delay, Dmax. we
denote by N‘v(p‘"max) the maximum number of voice stations that can be simultaneously
accommodated. In the interests of clarity, we drop one or both of the superscripts when
the value is clear from the context. N(V(P‘Dmax) is also a function of other parameters such as.
G " To the user, delay is unimportantmzfs)r long as it is below the threshold of acceptability.
Once this threshold is exceeded, delay becomes important. To the system designer. delay
is important even below the threshold. Depending on the way in which delay increases
with increasing system load, the designer may be able to mitigate the effects by suitable
buffering and playback schemes at the receiver. Such schemes may also be necessary to
compensate for large variance in delay. We restrict our attention to the behaviour of the

transmitter.

2.3.3. Data

Data traffic performance measures of importance are average throughput and delay.
Variance of delay is of importance for some applications. In such cases, delay histograms
and pcrcentiles can be useful. In computing g 4 We usually lump both interactive and bulk
data traffic together. For delay we distinguish between the two types since it is not
necessarily meaningful to average over cither the number of packets or the number of

bytes.

2.4. Summary of Parameter Values

This section contains a summary of the parameters used to represent a system in our
cvaluations. For cach parameter. a range or a single valuc is specificd. These are based on
typical cases. fundamental limitations, and cxisting or proposcd standards as discussed in

the preceding Sections.
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The system parameters used are summarized in Table 2-1.

Network Parameters:

Length, d

Bandwidth, C

Signal propagation delay
Topology

Access Protocol

Station Parameters:

Packet overhead, P
Packet preamble, Pp
Packet buffers
Carrier detection time, !y

Inter-frame gap, -
(Ethernet, Token Busg

1,5km

10, 100 Mb/s

0.005 ps/m

Linear bus

CSMA/CD, Token Bus,
Expressnet

10 bytes

64 bits

1

10 bit transmission times, i.e..
1.0 usat C = 10 Mb/s

0.1 usat C = 100 Mb/s

100 bit transmission times, i.e.,
10.0 us at C = 10 Mb/s

1.0 us at C = 100 Mb/s

Table 2-1: System Parameters: Values Uscd

2.4.2. Voice Traffic Parameters

The parameters used for each voice station are shown in Tabie 2-2. The valueof D

is empirically optimized for each protocol (Chapters 4, 5 and 6).
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Voice Traffic Parameters:

Encoding rate. V
Maximum delay, D
Minimum delay, D
Silence suppression
Mean wlkspurt length, ¢,
Mean silence length, L

64 Kb/s (constant)

2.20.200 ms

<D, (protocol-dependent)
yes, no

1.2 s (uniformly distributed)
1.8 s (uniformly distributed)

Table 2-2: Voice Traffic Parameters: Values Used

2.4.3. Data Traffic Parameters

The parameters used for data traffic are summarized in Table 2-3. The packet length

and arrival parameters shown are uscd to generate 1 standard load of G = 0.5 Mb/s using

3 stations. Multiples of the standard load are generated by increasing the number of

stations appropriately.

Data Traffic Parameters:

G,
Packet length, P

Fraction of bulk traffic
Fraction of interactive traffic
Standard Data Load

8

0-50% of nctwork bandwidth, C
Interactive: 50 bytes (constant)
Bulk: 1000 bytcs (constant)
80% of G, (by volume)

20% of G 4 (by volume)

0.5 Mb/s

Interactive: 7.9 ms (uniform)
Bulk: 19.2 ms (uniform)

Table 2-3: Data Traffic Parameters: Values Used
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2.5. Summary

We have discussed the characteristics, requirements and performance measures typical
of local area networks. computer communication traffic and packetized voice telephony.
This has led to the formulation of a network-independent framework for evaluation of
voice/data networks. Based on criteria such as measurements and standards, we have
selected values or ranges for various parameters for use in our evaluations. The variable
parameters are channel bandwidth and length, access protocol, the ra.io of data and voice
traffic. the maximum allowable voice delay and the use of silence suppression. Important
performance measures are system throughput. delay and throughput of data traffic, and

loss and the maximum number of voice stations under given constraints.
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Chapter 3
Evaluation Methodologies

Performance evaluation methodologies can be divided into three types: analytic
modelling, simulation and measurement. In analytic modelling, a mathematical model of
the system under study is constructed. This model is then solved to obtain equations for
the performance measures of interest. Analytic solutions are sometimes easily obtained
and allow study of various design alternatives. This can provide insights into the effects of
key parameters. For all but simple cases, simplifying assumptions are necessary for
tractability. thus resuiting in possible inaccuracics. For complex systems, computationally

expensive iterative techniques may be necessary to obtain numerical results.

Simulation can be used to model a system to any desired degree of detail. There is a
tradc-off between dctail on the one hand and on the other, programming effort and
computer run time. The validity of the simulator is also an issue. The third technique,
mcasurement on actual systems can yield the most accurate performance asscssment. This
approach lacks flexibility and may be cxpensive. The detail possible with simulation and
meiasurement may zictually hinder understanding by masking important trends. Thus,
design of the model is important.

In the rest of this Chapter. we discuss the advantages and disadvantages of the three
techniques for the performance cvaluation of local arca networks within the context of the
framework developed in Chapter 2 and discuss the technigues used in our evaluations. For
the rcader unfamiliar with the ficld. several books deal with performance evaluation

methodologies with applications to computer systems [Ferrari 78, Kleinrock 75, Kleinrock

5Wc follow customary usage of the term znalytic to refer to all cases when numerical results are obtainable
by means other than simulauon or meisurcment.




32

76. Kobayashi 81]. A recent survey by Heidclberger & Lavenberg covers post-1970
developments in the field [Heidelberger & Lavenberg 84).

3.1. Analytic Techniques

We now discuss the applicability of analytic techniques for performance evaluation of
local area networks with voice/data traffic and then for the Ethernet network. As was
discussed in Section 1.2, several analytic studies have dealt with these topics, particularly
the latter, and have provided considerable knowledge in the area. There are, however,

limitations to the analytic method.

Several assumptions are necessary in analytic modelling for tractability. One of these
is that packet arrivals form a Poisson process. This is often valid for typical data traffic,
but does not match the nature of voice traffic well since voice samples are generated at a
constant rate. It also does not match well the arrivals of bulk data traffic, especially when
the number of stations is small. Thus, many of the useful analytic techniques cannot be

applied to voice traffic.

A network with round-robin scheduling carrying only voice traffic is deterministic if
silence suppression is not used and hence simple equations for performance can be
obtained. If silence suppression with randomly varying talkspurt durations is used,
however, the situation is more complcx. In an analysis of voice traffic with silcnce
suppression on the Expressnet, the state space was found to grow exponentially and to be
impracticably large, on the order of 10, for even unrealistically small systems [Fine &
Tobagi 85].

Analytic models of broadcast local area nctworks oflen rcquire that operation be
slotted in time 10 reduce the complexity of the analysis.  All stations are assumed 10 be
synchronized and to start transmission oniy on slot boundarics. In the case of
asynchronous protocols such as CSMA and CSMA/CD, this leads to optimistic
predictions of performance. This also usually implies that station locations cannot be

taken into account since stations on a linear bus observe cvents at times dependant on the
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propagation delay between stations. These limitations can be overcome at the expense of
increased complexity in the analysis or by the use of approximation techniques. With the

former, obtaining numerical results may be difficult, with the latter. accuracy is an issue.

Considering the CSMA/CD protocol, one of the determinants of performance is the
algorithm used to determinc the delay before a retransmission attempt upon detection of a.
collision. Analytic models typically assume that the an optimum algorithm is used such
that the probability of a retransmission in every slot is constant, i.e.. the time interval until
the retransmission attempt is geometrically distributed. The Ethernet implementation,
diverges from this model in several respects in an attempt to provide good performance at
low loads and stability at high loads. Firstly, the policy followed changes with the number
of collisions suffered by each packet to adapt to varying loads. Secondly, to limit delay,
packets are discarded after some maximum number of collisions (this is necessary in any
practical implementation). As we will show, these differences affect performance

significantly (Section 4.3.3).

The above shortcomings of analytic modeling with respect to the Ethernzt protocol
and voice/data traffic can be overcome by the use of simulation and experimental
measurement. This serves to obtain accurate and realistic characterizations of perfor-
mance and to study aspects that cannot be modelled analytically. In the following
paragraphs. wc discuss some details of the simulation and measurement techniques used in

our study.

3.2. Simulation

Validation of a simulator is important both to ensure that the model chosen is a
faithful representation of the system being modclled, a concern also in analytic modclling,
and to cnsurc that the program is free of signilicant crrors.  ‘The use of sound
programming tcchniques and of careful and extensive testing served to increase our
confidence in the correctness of the program. For our Ethernet simulator, we validated
the simulation results with our measuremc.«is on actual systems. Good correlation was

obtained with rcsidual differences being attributable o factors such as variable circuit
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delays that were only crudely modeled. For the other protocols, for which accurate
analytic models are available for certain cases, we validated the simulation with such
models. Details are presented in Appendix B.2 along with a description of the structure of

the program in Appendix B.1.

In a stochastic simulation, estimation of the accuracy of performance measures is
necessary [Kobayashi 81]. The measure of accuracy used is the confidence interval at a
specified confidence level. In a broadcast local area network under moderate and heavy
loads. i.e., with a large number of stations and/or closely-spaced packet arrivals, the
regencrative method for obtaining confidence intervals is impractical. Regeneration
points are difficult to detect and may be expected to occur infrequently. We resort to the
method of sub-runs for obtaining confidence estimates. For each run, the simulator is run
for an initial transient period before any data are collected to allow the system to reach
steady state. The duration of the transient period is dependant on parameters such as the
bandwidth and maximum voice delay and is determined empirically. Values used range
from 1sto 10s. After the transient period. the simulator is run for n consecutive sub-runs
of duration ¢s each. Performance mcasures are obtained separately for each sub-run and
these are used to estimate confidence intervals. Simulation run times, nt, ranged between
5 and 100 s. depending on system parameters, with n ranging up to 10 sub-runs. These
times yiclded 95% confidence intervals of less than 1% of the mcan for aggregate statistics

in most cases.

3.3. Measurement

Experiments on a broadcast local area network can be conveniently controlled from a
single station on the network. With appropriate software in the stations. it is possible to
find idlc stations on the nctwork and to load a test program into cach from the
controller [Shoch & Hupp 80]. In the abscence of such software it is necessary to load the
test program into each of the participating stations manually. The controller is then used to
set parameters describing the traffic pattern to be generated by the test programs. Next,
the test programs are started simultaneously by a message broadcast by the controller.

They generate traftic and record statistics for the duration of the run. To ensurc complicte
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overlap of the data collection periods in all stations, it is necessary to have the test
programs run for some period before and after the data collection period. At the end of
the run. the statistics are collected {rom the participating stations by the control program.
Empirical tests on the setup used for our Ethernet measurements indicated that there was
no significant variation in statistics for run times between 10 and 600 s. For most

experiments we use run times between 60 and 120 s.

3.4. Summary

A consideration of the nature of the problem of evaluation of local area networks
reveals several difficulties in the application of analytic techniques to voice traffic and to
the Ethernet protocol. This view is supported by the preponderance of simulation studies
of voice/data traffic in the literature (Section 1.2). Thus, while analytic models are used in
some instances, the techniques of choice for our study are measuremcnt and simulation.
The former is especially important in the case of the Ethernet protocol which has several
aspects not amenable to analytical modeling. It thus serves both to accurately characterize

performance and to provide a means of validation of simulation models.
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Chapter 4
Ethernet

Recently, the Ethernet has come into widespread use for local interconnection. With
increasing usage. it is expected that networks will have to support large numbers of
stations and new traffic types. Hence, in this Chapter, we use experimental measurement
and simulation to obtain a detailcd characterization of the performance of the Ethernet
protocol under varicd conditions and traffic types. In Section 4.2, we present some results
of measurements on a 3 Mb/s experimental Ethernet and a 10 Mb/s Ethernet performed
at the Xerox Palo Alto Resecarch Centers in 1981-82. These experiments show the
potentials and limitations of the protocol. By the use of measurement, we obtain measures
such as delay distributions that provide new insights into the behaviour of the protocol

under adverse conditions.

The Ethernet protocol. CSMA/CD., has been the subject of several analytic studies.
While the studics have resulted in improved understanding of scveral aspects of the
CSMA/CD scheme. certain aspects of the Ethernet implementation, in particular, the
retransmission algorithm, are not casily amenpable to analytic modcling. Comparison of
the analytical predictions of CSMA/CD performance with our measurements show a
correspondence ranging from good to poor depending on paramcter values. Given the
difficulty of altering parameters in operational networks, we resort to the usc of a detailed
simulation modcl to improve our uaderstanding of the protocol in regions in which
analysis fails. Wc show that a simple modification to the retransinission algorithm enables

higher throughputs to be achicved with large numbers of stations than the standard

6We note that the Ethemet [Ethernet 80] and the |EEE 802.3 standard {IEEC 85a] are very similar. We use
the term Lthernet to refcr (o both.
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protocol (Section 4.3).7 Since the throughput of the modified algorithm is close to that
predicted by prior analysis using optimum assumptions, we conjecture that the modified

algorithm is near-optimal.

The performance of the Ethernet protocol is dependant on the propagation delay
between stations. Thus, it is expected that the distribution of stations on the network will
influence performance. In Section 4.4, we present a simulation study of the effects of
various distributions of stations on a linear bus Ethermet. The distributions include

balanced and unbalanced ones.

Finally, an important new traffic type considered for local area networks is packetized
voice. By the use of measurement, we show that real-time traffic can be successfully
carricd on a 3 Mb/s Ethernet. These measurements were made on an experimental
Ethernet at the Xerox Palo Alto Research Center in 1981. We then extend this work via
simulation to integrated voice/data traffic at higher bandwidths using the evaluation

framcwork of Chapter 2 (Section 4.5).

4.1. The Ethernet Protocol

We now describe the Ethernet architecture and details of two specific implemen-
tations. with bandwidths of 3 and 10 Mb/s. for which we rcport experimental
mecasurements.  The description is limited to the features that arc relevant to the
cvaluation. Startup, maintcnance and crror-handling proccdures are not described since
these arc expected to be invoked infrequently in local area network environments. For
further details. the reader is referred to the literature [Mctcalfe & Boggs 76, Ethernet
80. |EEE 85a].

4.1.1. The Ethernet Architecture

The access protocol used in the Ethernet is carrier sense multiple access with collision
detection (CSMA/CD). Carrier sense mulitiple-access (CSMA) is a distributed scheme
proposed to efficicntly utilize a broadcast channel [Kleinrock & Tobagi 75). In CSMA, a

host desiring to transmit a packet waits until the channel is idle. i.c., there is no carricr, and
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then starts transmission. |f no other hosts decide to transmit during the time taken for the
first bit to propagate to the ends of the channel, the packet is successfully transmitted
(assuming that there are no errors due to noise). However, due to the finitc propagation
delay, some other hosts may also sense tlie channel to be idle uud dccide to transmit.
Thus, several packets may collide. To ensure reliable transmission, acknowledgements
must be generated by higher level protocols. Unacknowledgsd packets must be

retransmitted after some timeout period for reliable data transfer.

[n order to improve performance, the Ethernet protocol incorporates collision
detection into the basic CSMA scheme. To detect collisions, a transmitting host monitors
the channel while transmitting and aborts transmission if there is a collision. [t then jams
the channel for a short period, Lam to ensure that all other transmitting hosts also abort
transmission. Each host then schedules its packet for retransmission after a random
interval chosen according to some retransmission or back-off algorithm. The randomness
is essential to avoid repeated collisions between the same set of hosts. The retransmission
algorithm can affect such characteristics s the stability of the network under high loads,
delays suffered by packets and the fairness to contending stations. The incorporation of
retransmissions in the network interface in the Ethernet enable much faster response to
collisions than in CSMA where the retransmission depends on timeouts in higher level

software.

4.1.2. A 3 Mb/sEthernet Implementation

We summarize the relevant details of the 3 Mb/s Ethemet local network used in our
experiments. This network has been described in detail earlier [Crane & Taft 80, Metcalfe
& Boggs 76]. The nctwork used in our experiments has a channel about 550 metres long
with bascband transmission at 2.94 Mb/s. The propagation delay in the interface circuitry
is estimated to be about 0.25 us [Boggs 82]. The end-to-end propagation delay, = . is thus
about 3 us. The retransmission algorithm implemented in the Ethernet hosts (for the most
part, Alto minicomputers [Thacker, et al 82]) is an approximation to the binary
exponential back-off algorithm. [n the binary exponcntial back-off algorithm, the mcan

rctransmission intcrval is doubled with each successive collision of the same packet. Thus,
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there can be an arbitrarily large delay before a packet is transmitted, even if the network is
not heavily loaded. To‘ avoid this problem, the Ethernet hosts usc a truncated binary
exponential back-off algorithm. Each host maintains an estimate ot the number of hosts
attempting to gain control of the network in its load register. This is initialised to cero
when a packet is first scheduled for transmission. On each successive collision the
estimated load is doubled by shifting the load register 1 bit left and setting the low-order-
bit to 1. This estimated load is used to determine the retransmission interval as follows. A
random number, x. is generated by ANDing the contents of the load register with the
low-order 8 bits of the processor clock. Thus, x is approximately uniformly distributed
between 0 and 2"-1. where n is the number of successive collisions. and has a maximum
value of 255, which is the maximum number of hosts on the network. The retransmission
interval is then chosen to be x time units. The time unit should be no less than the
round-trip end-to-end propagation delay. [t is chosen to be 38.08 us for reasons of
convenience. After 16 successive collisions, the attempt to transmit the packet is
abandoned and a status of load overflow is returned for the benefit of higher level

software,

Thus. the truncated back-off algorithm differs from the binary cxponential back-off
algorithm in two respects.  Firstly, the retransmission interval is limited to 9.7 ms

(255x38.08 ps). Sccondly, the host makes at most 16 attempts to transmit a packet.

4.1.3. A 10 Mb/sEthernet Implementation

The 10 Mb/s Ethernet uscd is similar to the network described in the previous scction
with a few exceptions. The channel consists of three 500-metre scgments connected in.
serics by two repeaters. The end-to-cnd propagation delay, including dclay in the
clectronics, is cstimated o be about 15 ps (sce pg. 52 in [Fthernet 80]). The truncated
binary exponcential back-ofT algorithm uses a time unit of 51.2 ws. The load cstimate is
doubled afier each of the first 10 successive collisions. Thus the random number, x, has a
maximum value of 1023, yiclding a maximum retransmission interval of 53.4 ms. A

maximum of 16 transmission attempts are made for each packet.




4.2. Data Traffic: Measured Performance

In this section we present the results of our experiments. First. we describe the
experimental set-up and procedures, and the traffic patterns used. Then we discuss the
performance of the 3- and 10-Mb/s Etherneis separately.  Finally, we make some

comparisons betwcen the two sets of experiments.

4.2.1. Experimental Environment

Experiments were setup and run using the procedure described in Section 3.3. We
note that in the 3 Mb/s Ethernet experiments, the design of the operating system of the
stations, Alto minicomputers {Thacker, et. af 82], allowed us to run the entire experiment
from a single control station [Shoch & Hupp 80]. This included location of idle stations
and loading of the test programs over the network. On the 10 Mb/s Ethcrnet, however,
loading of the test programs was done manually in each station. The duration of each run
was 60 - 120 s. Our tests show that therc is no significant variation in statistics for run

times from 10 to 600 s,

Measurements on the 3 Mb/s Ethernet [Shoch & Hupp 80] and our informal
observations of traffic on the 10 Mb/s Ethernet indicate that at night the normal load
rarely exceeds a small fraction of 1% of the nctwork capacity. Thus, it is possible to
conduct controlled expcriments with spccific traffic patterns and loads on the networks

during the late night hours.

We ignore packets lost due to collisions that the transmitter cannot detect ( [Shoch 79),
p. 72) and due to noise since these errors have been shown to be very infrequent {[Shoch &
Hupp 80). That is. we assume that if a packet is successfully transmitted it is also
successfully reccived. Thus, all the participating stations in an experiment arc transmitters
of packets. In computing throughput, n, we assume that the entire packet, cxcept for a
6-byte header and checksum’, is useful data. Thus, our results represent upper bounds on

performance since many actual applications will include additional protocol information

7We assume 4 bytes of overhead in the case of the 10 Mb/s Ethernet
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in cach packet. Packets whose transmission is abandoned due to too many collisions are

not included in the mean dclay computations.

4.2.2. 3 Mb/sExperimental Ethernet

In this section we describe the measured performance characteristics of a 550 m, 3
Mb/s Ethernet. In all the experiments reported, the number of stations, V, was 32. Fixed
length packets were used with the inter-arrival times of packets at each station being
uniformly distributed random variables. Stations were operated in the feedback mode

with a single buffer (Section 2.2.2.1).

Throughput

Figure 4-1 shows the variation of total throughput. 5. with total offered load, G. for P
= 64, 128 and 512 bytes. For G less than 80-90% virtually no collisions occur and ¢ is
equal to G. Thereafter. packets begin to experience collisions and 5 levels off to some
value directly related to P after reaching a peak, 9, . For short packets. P = 64. this
maximum is about 80%. for longer packets, P = 512, it is above 95%. The network
remains stable even under conditions of heavy overload owing to the load-regulation of
the back-off algorithm. (These curves are similar to the ones obtained by Shoch and
Hupp [Shoch & Hupp 80]).

Delay

Figurc 4-2 shows the dclay-throughput performance for the same sct of packet
lengths. In each case, for n less than 4 max the delay is approximately equal to the packet
transmission time, i.e., there is almost no contention delay for access to the network. As
the throughput approaches the maximum, the delay rises rapidly to several times the

packet transmission time owing to collisions and the associated back-ofTs.

Figurc 4-3 shows the histograms of the cumulative delay distributions for low,
medium and high offered loads for P = 64, 128, 512 bytes. The delay bins are
logarithmic. The labels on the X-axis indicate the upper limit of each bin. The left-most
bin includcs packets with delay <0.57 ms, the ncxt bin. packets with delay <1.18 ms, and

so on. The ordinate is thc number of packets expressed as a percentage of all successfully
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transmitted packets. Table 4-1 gives the fraction of the total packets generated that were

successfully transmitted.

P, G. Successful Packets %
bytes % Total Packets
64 64 100.0

100 99.8
640 96.1
128 64 100.0
100 99.7
850 88.3
512 64 100.0
100 99.9
880 58.2

Table 4-1: 3 Mb/s Ethernet: Successfully transmitted packets as a
percentage of total packets

We sce that for G = 64%. the dclay of all packets is approximately the minimum, i.e..
there is little queucing for network access. Even with G = 100% most packets suffer
delays of lcss than 5§ ms. Under heavy load conditions, however, only about 75% of the

packcts have delays of less than 5 ms, with the remaindcr suffering delays of up to 80 ms.

Fairness

To investigate the fairness of the protocol to contending stations, wc examine.
variations in performance metrics measurcd by individual stations with increase in G. In
Figurc 4-4 we plot the normalized mean of the individual throughputs vs. G for P = 64
and 512 bytes. The vertical bars indicate the normalized standard deviation, i.c., the
cocfficient of variation. Also shown are the maximum and minimum individual
throughputs. For low G, there is little variation in individual throughput. Under

overload, the variation increases but remains less than £10%.
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Figure 4-5 contains similar plots for the mean delay per packet measured by each
station. The variations with G are seen to be similar to those in Figure 4-4. Thus the
protocol appears to be fair to all contenders. (This has been noted in other
experiments {Shoch & Hupp 80]). In Section 4.4 we show that the variations seen in
station metrics are not purely random but are dependant in part on the physical location of
the stations on the network. Further, the bias due to location is greater with larger a,
where a is the ratio of end-to-end propagation delay, Ty to the packet transmission time,
Tp.

The metrics show slightly higher variation for £ = 512 than for P = 64 bytes. During
the successful transmission of a 512 byte packet a larger number of stations are likely to
queue for access to the network. Thus, at the end of the transmission all these stations will
attempt to transmit and will collide. The time for resolution of the collision is dependent
on the number of colliding stations and hence may be expected to be longer for P = 512
than for P = 64.

4.2.3. 10 Mb/sEthernet

We now consider the performance of a 10 Mb/s Ethernet network. The results
presented were obtained using 30 - 38 transmitting stations. As in the 3 Mb/s case, fixed
length packets were used with the inter-arrival times of packets at each station being
uniformly distributed random variables. Stations were operated in the feedback mode

with a single buffer (Scction 2.2.2.1).

Throughput

Figure 4-6 shows the throughput as a function of total offered load. G, for P ranging
from 64 to 5000 bytcs. The shape of the curves is similar to the corresponding curves for
the 3 Mb/s Ethernet. However, maximum throughput varies (rom 25% for P = 64 bytes
(the minimum allowed by the Ethcrnet specifications [Ethernet 80]). to 80% for P = 1500
bytes (the maximum allowed), to 94% for very long packets of 5000 bytes. We note that
for cach curve, for G below the knce point, the throughput is approximately cqual to G.

Even under conditions of heavy overload, the network remains stable.

8‘ﬂ*lc number of stations for a given sct of experiments. i.c.. for a single packet length, was constant.
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Delay

Figure 4-7 shows the delay-throughput performance for the same sct of packet
lengths. Again, the curves have similar shapes to the curves for the 3 Mb/s network. For
G below the knec points. the delay is minimal, whilst above the knee points, it riscs

sharply. The knees in this case arc less pronounced. especially for larger P.

Figure 4-8 shows the histograms of the cumulative dclay distributions for low,
medium and high offered loads for P = 64, 512 and 1500 bytes. Table 4-2 gives the
fraction of the total packets generated that were successtully transmitted. For low loads,
delay is minimal for £ = 512 and 1500 bytes. For P = 64. though, even at G = 19%
delays range up to IOTP. At high loads. for all packet lengths, the majority of packets
suffer modcrately increascd dclays, while a fraction suffer very high dclays. up to 0.5s. for
P = 512 and 1500, about 75% or all packets sufler delays < lOTp. For P = 64, 75% of
packets suffer delays <15 7'p.

Fairness

We examine variations in performance metrics measured by individual stations with
increase in G. In Figure 4-9 and 4-10 we plot the normalized means of the individual
throughputs and dclays respectively vs. (7 for £ = 64 and 512 bytes. The vertical bars
indicate the normalized standard deviation, i.c., the coefTicient of variation. Also shown

arc the maximum and minimum individual throughputs.

The metrics show higher variation than in the 3 Mb/s casc, in the range +35%. This
may be attributed to the larger retransmission periods in the 10 Mb/s Ethernct back-off
algorithm (sce Scctions 4.1.2 and 4.1.3). Also. the dependence on G is less marked.
Contrary to the 3 Mb/s casc, the variation is slightly lower here for the larger packets size.

The issuc of fairness is considered further in Scction 4.4,
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P G, Successful Packets %

bytes % Total Packets
64 19 100.0
38 100.0
1900 99.9
512 30 100.0
90 99.9
300 98.7
1500 30 100.0
90 99.7
300 93.3

Table 4-2: 10 Mb/s Ethernet: Successfully transmitted packets as a
fraction of total packets
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4.2.4, Comparison of the 3 and 10 Mb/sEthernets

In this section we examine the effect of the difference in bandwidth between the two
Ethernets on performance. The differences in some important parameters, such as

network length. in the two cases should be bome in mind.

Throughput

Figure 4-11 shows the throughput, 5, as a function of total offered load, G, for several
packet lengths for the 2 networks. For P = 64 bytes, the throughputs of the two networks
are almost equal. For longer packets. the 10 Mb/s network exhibits substantially higher
throughput. The throughput increases less than linearly with increase in bandwidth. This
is shown in Table 4-3 in which the ratio of the absolute throughput at 10 Mb/s to that at 3

Mb/s is given for several values of P.

P, bytes Ratio of throughputs
LITAE
64 1.05
512 245
1500 2.90

Table 4-3: Increase in 5 with increase in C from 3 to 10 Mb/s

Delay

Figure 4-12 shows mean packet delay as a function of total offered load. in Mb/s, for
the two networks and several values of P. The shapes of all the curves are similar: there is
a rcgion of minimal dclay at low G. then there is a rapid increase in delay to some
saturation value at high G. For low G, the delay is lower in the 10 Mb/s network than in
the 3 Mb/s one for a given P. However. in the region of overload. the 3 Mb/s network
cxhibits lower delay. This is duc to the more severe back-oft algorithm of the 10 Mb/s
network (Scctions 4.1.2 and 4.1.3). A comparison with analytical modcis rom the

literature is deferred to Section 4.3.2.
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4.2.5. Discussion

We have used actual measurements on 3 and 10 Mb/s Ethernets with artificially-
generated traffic loads to characterize thc performance of the protocol under a range of
conditions. These include various packet lengths and offcred loads ranging from a small
fraction of network bandwidth to heavy overload. These experiments span the range from
the region of high performance of CSMA/CD networks to the limits at which
performance begins to degrade seriously. The former occurs when the packet transmission
time is large compared to the round-trip propagation delay. The latter occurs when the

two times are comparable in magnitude.

The 3 Mb/s Ethernet is found to achieve utilizations of 80 - 95% for the range of
packet lengths considered, 64 - 512 bytes. At a bandwidth of 10 Mb/s, with short packets,
e.g.. 64 bytes, T ) becomes comparable to = » and hence the maximum throughput is low as
a percentage of bandwidth. With long packets, greater than 500 bytes in length, high
throughputs are achieved. Thus. packet lengths on the order of 64 bytes on a 10 Mb/s
network approach the limit of utility of the Ethernet protocol. This does not imply that
such short packets should not be used. A study of traffic on a typical local computer
network shows that approximately 20% of the total traffic is composed of short packets,
wililst the remainder of 80% consists of long packets [Shoch & Hupp 80]. The 10 Mb/s
i thernet studied could support a high throughput with such a traffic mix although it
cannot do so with only short packets. Both versions of the protocol are found to be stable
* nder overload, i.e., throughput under overload tends to a saturation value that is equal to
or marginally lower than the maximum throughput. Individual stations achieve similar,
wiough not identical. performance. The 10 Mb/s Ethernet exhibits somewhat higher

variation in individual station performance than the 3 Mb/s network.

For (7 < 100%. i.c.. most practical situations, the delay is within a small multiple of the
packet (ransmission time, Tp. Urder such conditions, the network could provide
satisfactory scrvice to rcal-time traffic with delay constraints. However, at heavy load,
delays are as high as 80 ms and 500 ms in the 3 and 10 Mb/s networks respectively. The

majority of packcts still suffer relatively minimal dclays. While a station is incurring a




60

back-off delay, it is not contending for network access. Thus, large delays effectively

reduce the instantaneous offered load and help maintain stability.

Thus, the Ethernet protocol is seen to be very suitable for local interconnection when
the packet length can be made sufficiently large and occasionally highly variable delays
can be tolerated. This matches the nature and requirements of most computer.
communication traffic. However, for real-time communications. such as digital voice
telephony, the utility of the Ethernet is more restricted. This is explored further in Section
4.5.

4.3. Data Traffic: Measurement, Simulation and Analysis

Since analytic models of the Ethernet are not available, we are interested to see
whether models of CSMA/CD from the literature may be used to predict Ethernet
performance. This investigation allows us to use the insights gained from such models for
the improvement of the Ethernet protocol. As a side-effect. we are able to determine the
regions of applicability of such models for the prediction of Ethemet performance. First,
the models are briefly described, with the differences from the Ethemet being emphasised.
Next, we present a comparison of the analytical predictions to our measured results. This
indicates several differences, espccially in the region whcre performance begins to
degrade. i.e.. when a = rp/ Tp is large and/or the number of stations is large. We examine
in morc detail. via simulation, Ethernet performance under these conditions. We show
that a simple modification to the back-off algorithm enables ncar-optimal throughput to

be maintaincd even with large numbers of stations.

4.3.1. The Analytical Models

While scveral analytic modcls of CSMA/ZCD have appeared (sce Scetion 1.2), we
choose thrce for further study here. Mctcalfe & Boggs derived a simple (ormula for
prediction of the capacity of finite-population Ethernets [Metcalfe & Boggs 76]. This is of
interest because of its simplicity and because it was presented along with the first
published description of the Ethernet implementation. Later, more sophisticated
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stochastic analyses of delay and throughput appearcd. [.am uscd a single-server queueing
model to obtain fairly simple expressions for delay and throughput [Lam 80]. Tobagi &
Hunt applied the method of embedded Markov chains [Kleinrock & Tobagi 75] to more
accurately model CSMA/CD [Tobagi. & Hunt 80]. This study obtained delay charac-
teristics even for the finite-population case but involves greater computational complexity.
These models differ from the Ethemnet primarily in the retransmission strategy used upon
a collision. Other differences include the assumption of slotted operation and the
topology as noted below. For complete details of the analyses the reader is referred to the

papers cited above.

Metcalfe & Boggs, 1976

Metcaife & Boggs derive a simple formula for M ,nax With a finite population of
stations, N, and fixed packet length, P [Metcalfe & Boggs 76]. It is attractive because of its
computational simplicity. The assumptions necessary to achieve this. however, differ from
the Ethernet implementation. The topology is assumed to be a balanced star, i.e.. every
pair of stations is separated by the same distance (Figure 4-13). The channel is assumed to
be siotted in time. Packets arriving during a slot wait until the start of the next slot at
which time all ready stations simultaneously begin transmission. The slot duration is
chosen to at lcast 27 S0 that any collision can be detected and transmission aborted within

one slot. This slotting lumps together two independent parameters, _ and tjam. the jam

b

time. This is especially poor if Lam™> 7y Packet arrivals. both new and retransmissions, at

cach station arc assumcd to be such that each stauon attempts to transmit with the
optimum probability of 1/N in each slot. The Ethcrnet implemcntation attempts to
approximate this behaviour. With N stations attempting to transmit., the probability of a

success, A. is the probability that exactly one chooses to transmit in the siot. Thus,

w=l__A
A

Thus, we have the cfliciency,

_rre
TPIC+ W-ar,
SRR S
1+ W2 /T
P
l .
14 2aW
where Cis the channcl bandwidth, T » the packet transmission time anda = = p/TP'

Ui
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Figure 4-13: Elhernet Topology: Balanced Star

Tobagi & Hunt, 1980

Tobagi & Hunt first present a model for cstimating the maximum throughput of a
CSMA/CD nctwork under the assumption of an infinite population [Tobagi & Hunt 80].
The propagation delay between cvery pair of stations is assumed to be = » i.c.. the topology
is the balanced star. The channcl is assumed to be slotted in time, with slot duration Ty to
permit the formulation of a discrete-time model. In contrast to Metcalfe & Boggs. Lam is
not included in the slot time but, more accuratcly. is assumed to be independent
Retransmission delays are assumced to be arbitrarily large since the aim is to obtain the

maximum throughput.  Henee the arrival of new and retransmitted packets can be

assumed to be independent and to form a Poisson process.

Next a delay-throughput analysis is presented for a finitc population system.? The
retransmission delay after a collision is assumed (o0 be a geometrically distributed random
variable with mean 170, with constant ». independent of the packet transmission in
question and the number of collisions incurred so lar. For a given set of paramelers, the

optimum dclay-throughput performance is obtained by plotting the delay-throughput

9Thc analysis for the 0-persistent case is presented [Tobagi & Hunt 80]. This is extended to the 1-persistent
case by [Shacham & Hunt 82).
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curves for various values of » and taking their lower envelope. Thesc optimum curves
have D increasing monot'onically with 1. As 1/» becomes large. n tends to an asymptotic
value and D becomes large. The asymptotic throughput is approached for a value of »
that decreases with N. It is shown there that for finite N, CSMA/CD exhibits a stable
behaviour even when the rescheduling delay has a constant mean. When this mean is
chosen optimally as a function of N, high throughput is achieved. As N— c0,v —0, i.e.,"
retransmission delays become arbitrarily large. For sufficiently large populations, e.g.. 50
stations at a = 0.01. the asymptotic throughput approaches 7 mas derived in the infinite
population analysis, relatively insensitive to N. Thus. in the limit the throughput
predictions of the finite and infinite population analyses converge and so we use the

computationally simpler infinite population analysis to obtain g max for our comparisons.Io

Lam, 1980

Lam uses a single-server queueing model to approximate the distributed protocol of
the Ethernet [Lam 80]. As such it is unable to capture many of the details of the protocol
though it is attractive as the expressions obtained arc computationally simpler than those
of the more exact analysis described above. New packets are assumed to arrive from an
infinite population of users in a Poisson process. The balanced star topology is assumed.
As in the Metcalfe & Boggs model. the channel is assumed to be slotted with the slot
duration at least er. Here too the slot duration is assumed to be L m+2>(7'p, lcading to
inaccuracy when Lam™T » The access protocol differs from the Ethernet in the behaviour
after a collision. The retransmission algorithm is assumed to be such that the probability
of a successful transmission in each slot is 1/e. The mean number of slots from the end of
the first collision until the next successful transmission is geometrically distributed with
mean (e-1). This optimal retransmission algorithm requires that full knowledge of the state
of thc system be instantancously available at all stations. Owing to thc constant
probability of a success, the system is stable and delay-throughput curves are similar in
shape to the optimum curves obtained by Tobagi & Hunt. ‘The asympiotic throughput,

M ax 1S the value we use in the comparison.

mAn earlier analysis of CSMA considercd dynamic » (o0 help minimize delay and maximize
capacity [Tobagi & Kleinrock 77).  Tor large N. it was found that capacity did not exceed that of the
corresponding infinite-population analysis.
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4.3.2. Measurement and Analysis: Comparison

We now compare the predictions of the models described in the previous Section to
our measurements (Section 4.2). First we consider the maximum throughput. From the
formula of Metcalfe & Boggs we compute 5 with the number of hosts. V, equal to 32 to
correspond to our measurements (the predicted n does not vary much with ). We use
the infinite population analysis of Tobagi & Hunt to obtain 5, from the formula for 5 as
a function of G. Table 4-4 shows measured and computed values of maximum throughput
for various values of P for the 3 Mb/s Ethernet. = p is estimated to be 3 us (see Section
4.1.2). Table 4-5 and 4-6 show corresponding sets of values for the 10 Mb/s Ethernet. The
measured values in Table Ref{TabEthCfMeasAnalOMs) were obtained on a configuration
consisting of 750 m of cable with 1 repeater. The measured values in Table 4-6 were
obtained on the configuration described in Section 4.1.3. ~ ’ is estimated at 11.75 and 15

ps respectively.!!

P a Measured Metcalfe & Tobagi &  Lam. 80
bytes Boggs, 80  Hunt, 80

64 0.016 82 87 80 80
128 0.008 89 93 89 89
512 0.002 97 98 97 97

Table 4-4: 3 Mb/s Ethernct: Maximum Throughput. %
T, = 3 us (550 m)

“a is computed using the total packet length, including overhead. Throughputs shown are net. excluding
overhead.
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P a Mecasured Metcalfe& Tobagi&  Lam, 80
bytes Boggs, 76  Hunt, 80
64 0.22 26 55 40 28
200 0.072 62 79 60 54
512 0.028 72 91 7 75
1500 0.0098 86 97 91 %0
5000 0.0029 95 99 97 97

Table 4-5: 10 Mb/s Fthernet: Maximum Throughput. %)
T, = 11.75 us (750 m + 1 repeater)

P a Measured Metcaife& Tobagi&  Lam, 80
bytes Boggs, 76  Hunt, 80

64 0.28 26 49 37 25
200 0.092 60 75 S8 51
512 0.036 72 88 74 72
1500 0.012 85 9 -89 89
5000 0.0037 94 99 9 96
10000 0.0019 97 99 98 98

Table 4-6: 10 Mb/s Ethernet: Maximum Throughput. %)
T, 15 us (1500 m + 2 repeaters)

It is seen that the simple formula of Metcalfe & Boggs overestimates . with the
error being small for a < 0.01 but as high as +100% at large values of a. This may be
attributed to the assumption of an optimum retransmission policy. The assumption of
slotted operation is also expected to Icad to higher predicted capacity. On the other hand,
the assumption that cvery pair of hosts is scparatcd by T, would lower the predicted
throughput, but appears to be less signiticant than the other assumptions. Note that with
larger l/am the value of 4 at which the error becomes large would be lower because Lam is

lumped into the slot duration.

The model of Tobagi & Hunt providcs better cstimates of ¢ for a <0.1. However, the
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correspondence is inconsistent, especially at large a. The primary difference between the
model and the Ethernet 'is the nature of the retransmission algorithm. The inconsistency
may be due to the accuracy of the estimation of = p and to the opposing effects of two
assumptions: the optimistic slotted assumption and the pessimistic balanced star topology
assumption. Finally, the comparison of infinite population analysis o finite population

measurements may be misleading. These issues are addressed in Section 4.3.3.

Considering Lam’s model, it is seen to provide fairly good estimates ~f throughput.
However. the correspondence is strongly dependant on the particular parameters under
which the measurements were conducted. As we will see in Section 4.3.3, the
correspondence is poor for other sets of parameters yielding the same value of a. This is
due to the approximations introduced in modelling CSMA/CD by a simple single-server
queueing model. We note that as in Metcalfe & Boggs' model the validity of Lam’s model
is further limited by the lumping of Liam and Ty

4.3.3. Further Exploration via Simulation

We use simulation, validated against the measurements presented earlier (see
Appendix B.2), to explore further the performance of the Ethernet in the regions in which
the analytic models are poor predictors. First. we consider the effects of the number of
stations. N. and the number of buffers per station, B. Next. based on the theoretical
predictions that for a given N stable bchaviour can be achicved by using a fixed
retransmission delay, dcpendant on N, we propose‘and study a modification to the
Ethcrnet algorithm [Tobagi & Kleinrock 77, Tobagi & Hunt 80]. Finally. we compare the
star and linear bus topologies. The understanding gained in these exercises enables us to-
dctermine the applicability of the analytical models to the prediction of Ethernet

performance.

The simulation parameters are chosen to rcsemble the 10 Mb/s Ethernet. The signal
propagation dclay is assumed to be 0.005 us/m. The end-to-end propagation delay, = » is
assumed to be 10 us. This corresponds to a channel length. d. of 2000 m using a single
cable segment. or to a lower value if repeaters are uscd. The star topology (Figure 4-13) is




67

assumed. except where otherwise noted, to facilitate comparison with analysis. There are

N identical stations.

For each simulation. to allow transients to die down. no statistics are collected for the
initial 1 s. Thereafter. the simulation is run for 10 consecutive sub-runs. each of duration
1's. This yields 95% confidence intervals on the order of 0.5% for aggregate statistics. In

cases with large initia! retransmission delays, longer run times are used.

We have seen that Ethernet performance is dependant on the parameter ¢ = rp/T >
where Tp is the packet transmission time. Performance is high at low a and degrades as a
increases. We use a packet length of P = 40 bytes, resulting in a = 0.313. to stress the
network to its limits. Smaller values of a, corresponding to normal operating conditions,
are also studied. Fixed size packets are used throughout. To simplify calculations, packet
overhead is included in net throughput. Each station has B packet buffers. Inter-packet
arrival times are exponentially distributed with mean 4. Packets arriving when the buffer
s full arc discarded. This is the non-feedback mode of operation described in Section
2.2.2.1. Network interface unit para.:cters are: carrier and collision detection time, ty=
1 us: inter-frame gap (minimum time between the end of one transmission and the start of

the next), loap = 1 ps: length of the jam signal on detection of a collision, Lam = S us.

To describe the behaviour of throughput as offered load varies. we note that at any
time a station is in onc of three states: the idle state, while awaiting the arrival of a new
packet: the active state, while contending for the channel: and the backlogged state, while
incurring a retransmission delay after a collision. Note that the active state includcs time

spent in carrier sensing as well as in transmission.

For a given number of stations. N. the truncated back-ofT algorithm ensurcs stability
lor any value ol G by discarding the fraction of packcts that sutfer a predefined maximum
number of collisions (16 in the casc of the standard Ethernet). The variation of n as a
function of G is shown in Figure 4-14, with parameter B, the number of packet buffers in
each station. For any B, initially throughput is equat to offered load. Here packet arrivals

are spaced sufficiently that buffers are usually available, collisions are infrcquent and
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Figure 4-14: 10 Mb/s Ethernet: Throughput vs. oltered load.
Parameter: number ol butlers. 8. ¢ = 0.313. N = 400.
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delay is minimal. Stations alternate between the idle and active states with the holding
time in the latter being the packet transmission time. Increasing the number of buficrs has
little effect because even with one buffer packets arrivals rarcly occur when tie bufter is

occupied.

Further increasc in G leads to a decrease in the mean station idle time as the time
before the next arrival after a packet transmission decreases. The increased arrival rate
causes an increase in the rate at which collisions occur. Owing to the binary cxponential
back-off algorithm. some stations sufter multiple collisions and spend greatly increased
tumecs in the backlogged state while other stations are successtul without collisions,  This
effectively reduces the number of stations contending for the channel. Thus, throughput

continues to increasc to a peak.

As mean time between packet arrivals, 8. continues to decrecase. the reduccd idle time
more than offscts the increased bucklogged time and throughput drops to a stable value at
heavy load. This stability at high values of G occurs because the mean time spent in the
active and backlogged states is now much greater than the idle time. Thus, increasing G,
and consequently reducing the idle time, has littlc effect. Likewise, at high loads withi B =
1 the mecan time in the idle statc is closc to zero and throughput is cqual to the stable
saturation value. Increasing 8 has little effect.  The actual throughput depends on the
ratio of the number of active stations to the number of backlogged stations and is

deternined by the back-ofT algorithm,

Increasirig the number of bulfers at moderate loads. i.e.. in the region of the hump,
has the effect of compressing the curve for B = 1 in Figure 4-14 horizontally. As more:
buflers arc available, packets arriving while a station is active or backlogged enter the
huller rther than being lost.  Thrs the idle time is decreased. similar in effect o
decicasing @ without increasing . The peuak value is approximately independent of 8. 1t
shouiu be noted that the precise nature of this behaviour is a (unction of the 1..otocol and
in particular of the tack-off algorithm. In mcasurcments on a 3 Mb/s Ltheract with
various values of g and 1 buffer, a hump was observed (Figure 4-1). In a study of

multi-hop packet radio networks using CSMA, similer behaviour was observed [Shur 86].
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The Ethernet back-off algorithm attempts to dynamically estimate the number of
contending stations. For each packet, the estimate starts with 1 and is doubled with each
successive collision. [f the number of stations is fixed. theorctical studies show that stable
and high performance is achieved for some fixed value of retransmission delay [Tobagi &
Kleinrock 77, Tobagi & Hunt 80]. This suggests that an improvement on this algorithm is
to use a higher initial estimate which can be derived from the collision hisicry of previous
packets. We assume that some such algorithm exists such that the initial estimate is
2™ .m>0. After the nth collision, the back-off is xx51.2 us. where x is a uniformly
distributed random variable in the range [0, W) such that:

M= { pminlmax(rm.l g, < 10
2" ifm>10
For 2 10, we use M greater than the maximum of 2" specified in the standard Ethernet

because the latter value is found to be too small for our purposes as will be shown below. 2

In Figure 4-15 throughput is plotted as a function ofxav fora = 0.313 and N = 400.
Throughput is seen to increasc with X g initially and then to decrease. For a given set of
parameters, with the system in equilibrium there is some combined mean arrival rate of
new and collided packets. This determines the probability that an arrival will occur during
the vulnerable period of a packet, causing a collision. As X gy iNCreases, stations spend
longer periods in the backlogged state. Thus. the combined arrival rate decreases leading
to a lower probability of collision and hence an incrcase in y. For sufficiently large values
of x,, for some fraction of time all stations arc backlogged and the nctwork is idle
resulting in a decrease in 9. The optimum value of the mean initial back-off increases with
N, being 194, 394 and 1024 for ¥ = 200. 400 and 1000 respectively for the parameters in

Figure 4-15. Note that these optimum values depend on parameters such as aand G.

Throughput at high loads in the standard Ethernet is a function of N, ‘This

dependcnce is shown in Figure 4-16. Throughput at saturation (G = 3600%) is plotted as

12\e note that the Intel 82586 Ethernet controller chip allows M 1o be specified as 27+ M 0] gor oy
For m< o, this uses the same initial value of x as our algorithm.  With multipie collisions. x increascs more
rapidly but reaches the same maximum of 2'°,
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Figure 4-16: 10 Mb/s Ethernet: Throughput vs N
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a function of N for the standard Ethernet and with the modified back-off algorithin. For
the latter the optimum value of m is chosen for each N. By using the optimum back-off
throughput remains approximately constant for N ranging from 200 to 1000. For small V,
less than about 100. the standard Ethernct algorithm is optimal. For smaller values of'a we
expect that similar hehaviour will be obscrved except that the value of N at which the
standard Ethernet algorithm becomes sub-optimal will increase due to the relatively

shortcr vulnerable periods.

[f a system is to support a large number of simultancously active stations cach
generating a small load, for optimum throughput. a large initial value of X ., Should be
chosen. For example, with ;V = 1000. the optimum is 1024. This yiclds a total throughput
of 36% for a = 0.313 (Figure 4-15) and throughput per station, o = 0.036%. If at some
time fewer stations are active. the total throughput decreases but the throughput per
station incrcases. In our example, with ¥ = 1000, 400 and 200. 7 2y = 0.036%. 0.078% and
0.14% respectively with average delays of 87. 40 and 25 ms respectively. Thus, individual

stations arc not adversely affected by the modified algorithm at light loads.

Comparison Revisited

The packet arrival processes used in the simulation and in the two analytical models
are similar in that Poisson assumptions arc made. However, retransmissions arc handled
differently as noted above. Hence it is not meaningful to comparc performance at any
specific offered load.  Rather, we compare the maximum throughput predictions. The
simulations were run with G = 2000%. well within the saturation region. Table 4-7 shows
throughput for the balanced star with d = 2000 m and 39 m. Thesc correspond 0 a =
0.313 10 0.006 respectively. Liam is constant at 5.0 ps. For the simulations, for N = 400,
maximum throughput is shown for the standard and modified back-oft algorithms

deseribed in the previous Scetion,

At small g, the analysis of Tobagi & Hunt corresponds well with the simulation. The
analysis should be compared to the simulation of the modified algorithm at large N. The

analytical prediction of 43.3% is higher than g of 36.6% with N = 400. The diffcrence




74

Simulation (N =400) Analysis (V= o0)
a Std back-off  Mod back-off  Tobagi & Hunt Lam
0.313 23.7 36.6 43.3 28.2
0.006 61.9 73.9 70.0 63.3

Table 4-7: 10 Mb/s Ethernet: Simulation and Analysis. 9, .
Balanced star topology. P = 40 bytes.
is due primarily to the assumption of slotted operation in the analysis.13 [f we consider the
standard Ethernet, the analysis is seen to greatly overestimate N omax 3 N = 400, As Nis
decreased, the 9, increases and at N = 40 approximatcly matches that of the analysis.

As N is further decreased, the analysis underestimates the standard Ethernet performance.

Considering Lam’s analysis, we compare its prediction to ¢ max of the optimized
afgorithm with ¥ = 400, as above. For the a = 0.313 and 0.006. n_ is consistently
underestimated by 14 and 23% respectively. This is due in part to the pessimistic
assumption that the slot duration is 1j.am+2xfp. The use of a large slot size also leads to
lower predictions than the model of Tobagi & Hunt. Considering the standard Ethernet,
at large A. the analytical prediction is optimistic, at small N, pessimistic. The cross-over
point occurs at about 300 for a = 0.006 and 0.313.

Balanced Star Topology

In the balanced star topology (Figure 4-13) the propagation delay betwcen every pair
of stations is 7 . Hence the vulnerable period of every packet is 27 » whereas in the linear
bus topology 27 ’ is an upper bound on the vulncrable period. Thus, other factors being
the same, in the star topology stations would experience higher collision rates than in the
lincar bus topology and henee would achicve lower throughput, regardiess ol the

distribution of stations on the lincar bus nctwork. In Table 4-8 5 is shown for the two

nConsidcring an analysis of slotled and unslotted 1-persistent CSMA [Kleinrock & Tobagi 75]. at a =
0.006. the slotted model leads o a 0.1% overestimation of 1) max comparcd lo the unslotied modcl: ata = 0.1,
the difference increases to 4%, and at a = 0.3, 10 15%.
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topologies. with uniform distribution of stations in the case of the linear bus, and for

several values of a. G is 2000%.

Network Parameters _Simulation
d m a Linear Bus Star
2000 0.313 61.1 42.2
640 0.100 67.7 60.1
64 0.010 71.6 70.7
39 0.006 71.7 71.3

*stations uniformly distributed.

Table 4-8: 10 Mb/s Ethernet: Star and linear bus topologies, n
N = 40 stations, P = 40 bytes, G = 2000%

FFor all values of a. throughput is lower in the case of the star. For large values of a,
collisions due to the relatively large value of T compared to Tp are the dominant cause of
poor utilization. Hecre, the difference in throughput between the two topologies is
appreciable, 8% and 20% for a = 0.1 and 0.313 respectively. For smaller values of a. the
jam timec of 5 us becomes the dominant cause of poor utilization with the difTerences in
the vuinerable period being small compared to Tp. Hence n is similar in the two

topologics, though marginally lower in the case of the star.

4.3.4. Discussion

We have shown that the performance of the standard Ethernet algorithm in terms of
maximum throughput is very poor at large V. comparced to the analytic predictions of
optimum throughput. This is duc to thc non-optimum rescheduling algorithm which
always begins, independently for cach packet, with a low valuc for the average
rescheduling delay. A modified algorithm was presented. which results in significantly
improved throughput. With these modifications. close corrcspondence is obtained
between simulations of the Ethermct with large N and the predictions of two infinite

population analytical modcls of CSMA/CD performance from the litcrature. Some




76

residual discrepancies may be attributed to the use of slotting in the analyses and the
effects of factors such as interface delays that are not explicitly considered in the analyses.

This leads us to surmise that the modified algorithm is near optimal.

When compared to the predictions of these infinite population analyses. with large N,
the standard Ethernet achieves lower performance, with small N. performance is higher,
and at some intermediate value there is correspondence. The correspondence is better at
small values of a. Thus, the analytical mcdels may be used when rough estimates at low
cost are desired and to provide insights into the protocol. Considerable care must be
exercised in such use of the analytical models for large a. This is reinforced by the
inconsistent accuracy of the analytical models when compared to our measurements. If
accuracy is a concern, recourse must be had to the more expensive options of simulation or

experimental measurement.

4.4. Station Locations

Due to the finite propagation delay of the signal on the network, two or more stations
may sense the channel idle and start to transmit simuitancously, causing a collision. The
probability of such interference is dependant on the distances between stations. We use
simulation to investigate this dcpendence further. It is shown that unbalanced
distributions can lead to significant diffcrences in performance achieved by individual

stations.

4.4.1. The Configurations

The simulation parameters are chosen to resemble the 10 Mb/s Ethemnet and are
described in Section 4.3.3, page 66. We use fixed sizc packets of length P = 40 bytes,
resulting in g = 0.313. (o stress the network 10 its limits. Al stations arc identical, cxeept
for location. The N stations are numbered from 1 to N. For case of notation and
description we assume, without loss of gencrality, that the station numbers increase
monotonically from one cnd of the network, referred to as the left end. to the other or

right end. The stations arc distributed along the network in the following configurations:
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o Uniform: stations are spaced uniformly along the length of the network. with
spacing between every pair of adjacent stations being &N m (Figure 4-17).

e Equal-sized clusters: the stations are divided into n_ clusters, with each cluster
having N/n_ stations. The centres of the clusters are uniformly spaced along
the network. The stations in a-cluster are spaced uniformly, with adjacent
stations being less than or equal to &V m apart (Figure 4-18). The uniform
configuration above is a special case with cluster size equal to 1.

o Unequal-sized clusters: as above except that the number of stations in each
cluster is not the same (Figure 4-19).

For each simulzation, to allow transients to die down. no statistics are collected for the
initial 1 s. Thereafter, the simulation is run for 10 consecutive sub-runs, each of duration

1s. This yields 95% confidence intervals on the order of 0.5% for aggregate statistics.

4.4.2. Simulation Resuits

We now examine the performance of the configurations described above. First we
consider various numbers of equal-sized clusters, then we examine the effects of the
intra-cluster spacing, and finally we consider clusters of differing sizes. We end with a

comparison of the star and linear bus topologies.

It is useful to define the vulnerable period of siaiion i, the period during which anc “her
station would have (o start transmission in order to cau.sc a collision with i's transmission.
Assume that the propagation time from station i to the furthest end of the network is r and
that station / starts transmission at time ¢. A packet from station j situated at the furthest
end of the network will collide with /'s transmission only if j starts transmission in the
interval [r—r.1+r). This interval is the vulnerable period of i The probability that j
causcs a collision with 7's packet is simply the probability that j starts transmission during
s vulncrable period. Note that a station closer to i than the furthest end ol the network
would have a shorter interval about ¢ during which it could causc a collision with i's

packet.

The number of stations, N, is 40. At light loads. i.e.. G less than network capacity,
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StationID1 2 3 ... i1 i i+l N-2 N-1 N
Location(m)0 d/N 2d/N e d
d/N
Figure 4-17: Station Distribution: Uniform Spacing
Cluster [D 1 . i-1 i i+1 ne
- N
Station ID 1"'“0 |
Location (m; 0 <« - ->
d/n.

Figure 4-18: Station Distribution: Equal-sized Clusters
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Cluster Size 39
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Location (m) 0 38

()
Figure 4-19: Station Distribution: Unequal-sized Clusters

measurements (Section 4.2) and simulations (Section 4.3) have shown that delay is
minimal and the throughput achicved by station i is approximately Gl. To bring out
performance diffcrences. we consider modcrately heavy loads. The performance effects to
be discussed were noted in simulations with G ranging from 100% to 2000%. though with
differing magnitudes. Further, total throughput is found to reach a saturation value as G
exceeds 100%, without changing substantially as G is increased to greater than 2000%.
Hence, in the simulations. 4 is chosen to yield a total offercd load, G, of 400% of network

capacity, well within the saturation rcgion.

Equal-sized Clusters

Stations are clusterced into 2 to 10 equal-sized clusters with an intra-cluster spacing of 1
m. The clusters are uniformly distributed on the network. Table 4-9 shows the total
throughput. n,,., average throughput per station, 7, = ¢ o V> and the average packet
dclay. D. Also shown arc the standard deviations of the metrics per station.
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Configuration L Mgy Dclay. ms
Mean Std dev Mean Std dev

Uniform, 2 km 54.6 1.36 0.38 1.69 0.62
2 equal clusters 54.9 1.37 0.16 1.52 0.21
3 equal clusters 52.3 1.31 0.47 1.76 0.61
5 equal clusters 53.0 1.32 0.45 1.73 0.66
10 equal clusters 54.0 1.35 043 1.66 0.65

Tahle 4-9: 10 Mb/s Ethernet: Stations in Equal-Sized Clusters
N = 40 stations, G = 400%

[t is scen that the number of clusters has minimal effect on mean throughput and
delay. In the case of 2 clusters, the performance is marginally better than in the other
cases. The standard deviation of the individual measures is also almost constant. Again,
the 2-cluster configuration is an exccption. with lower variation. In the 2 cluster
configuration, every station has 19 other stations no more than 19 m away and 20 stations
at distances of between 1962 and 2000 m. Since the distance of the latter group is two
orders of magnitude greater than that of the former, to a first approximation the
vulnerable periods of all stations are equal. Further, we may consider that collisions arise
solely as a result of transmissions by the 20 distant stations. Hence, every station is
statistically identical and variance or individual performance measures is expected to be

low. This cquivalence docs not occur with n_greater than 2.

Figure 4-20 shows the throughput measured by cach station plotted against the station
number for various cluster sizes. The average throughput per station is shown by a dotted
line. Likcwise. individual delays are plotted in Figure 4-21. (Note that the abscissa is not
distance)) In all cases. the stations at the centre of the network obtain the highest
throughput with lowest uclay. while the stations at the ends obtain a lower share of the
towal throughput. This occurs because the vulnerable period ranges from r » for a station at
the centre to va for a station at the end. Thus. centrally located stations suffer fewer
collisions per packet and hcnce obtain higher throughput. while stations at the ends sufter
morc collisions and hence experience higher delays duc to retransmissions and longer

back-ofTs.
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As discussed above, due to the disparity between intra- and inter-cluster distances. the
stations within a single cluster obtain similar performance. Compuring the 10 cluster and
the uniform configurations. it is scen that the performance of a station in a cluster located
at a distance of x m from the left end of the network is similar o that of the station at the

same location in the uniform case. This is noted in the other clusterings not shown here,

Intra-Cluster Spacing

We examine the cffects of varying the intra-cluster spacing with 5 clusters of' 8 stations
each. The clusters are uniformly spaced along the 2 km nctwork. The intra-cluster
spacing is set to 1, 5. 20 and 50 m. (Note that a 50 m spacing corresponds o a uniform
distribution of the stations on the nctwork). Table 4-10 shows that there is little difference
between aggregatc statistics. At the maximum spacing of 50 m, performance is marginally

improved. The same is true of individual measures (not shown).

Configuration M iotar 0 M, Delay, ms
Mean Std dev Mean Std dev
1 m spacing 53.0 1.32 0.45 1.73 0.66
5 m spacing 53.2 1.33 0.42 L.75 0.64
20 m spacing 53.3 1.33 0.39 1.71 0.53
50 m spacing 54.6 1.36 0.38 1.69 0.62

Table 4-10: 10 Mb/s Ethernct: 5 cqual clusters, various intra-cluster spacings
N = 40 stations, G = 400%

Unequal-sized Clusters

The configurations considercd so far have been symmetrical about the centre of the
nctwork. We now consider asymmetrical distributions of stations. We start with 3 cquaily
spaced clusters of equal sizes and then progressively move stations from the right w the
left of the nctwork résulting in the distributions shown in Figurc 4-19. In the most
asymmetrical configuration considered, we have all 40 stations in the left-most 39 m of the

network (cffectively, a 39 m network with uniformily spaced stations).

The mean and standard deviation of throughput and delay arc shown in Table 4-11,




(8]

Station Throughput, %

()

84

1t
LR RE R RS
0 10 20 30 40
Station ID
(a)
SEi
S » " P
QL - » » S »
-§02' i‘ ry *‘* St * . ‘*“lb .
O e . S Y
= .
::1'
2
5
w . L IR EEAETEREN
0 10 20 30 40
Station 1D
(b)
o 3
E
2l » * . *
3 .f...r.;...;,.*..;‘.;..,..., '*9, g.v..*....*..‘t.‘.’.t.,_‘.‘.*._.‘.'.,.i..'.;.‘
=i
2
3
A , . — ¥
0 10 20 30 40
Station 1D
(c)

Figure 4-22: 10 Mb/s Ethernet: Station Throughputs, Unequal-Sized Clusters

N = 40 stations. G = 400%. Clustcr sizes:
(a) 20 + 10 + 10 Stations. (b) 30 + 10 Stations. (¢) 39 + 1 Stations




85

2 16.0r
£
B 8.0t .
2 40} PETe At
e M
;_.:3 2-0_- a AAAAAAAA
Z 1.0-AAAAAAAAAAAAAAAAAAA
S - 4 . 4
0 10 20 30 40
Station ID
(@)
2 160y S 4 anes,
= 8.0F 5 &
ln314_0 ..............................................................................
2 20}
7 a a AAA 4 abdaasa *a
10.AAAA NS Aab a a Al
S . . . .
0 10 20 30 40
Station 1D
(b)
216.0- a
_? 8.0t
a 4.0¢
5
B O
AN lO.AAAAAAAAAAAAAAAAAAAAAAAA AAAAAAAAAAAAAA
.5 . . . s
0 10 20 30 4,

Station 11
(c)

Figure 4-23: 10 Mb/s Ethernet: Individual Delays. Uncqual-Sived Clusters
N = 40 stations. G = 400%. Cluster sizcs:
(2) 20 + 10 + 10 Stations. (b) 30 + 10 Stations. (¢) 39 + 1 Stations




86

while the distributions of individual measures are plotted in Figures 4-22 and 4-23. As the
asymmetry incrcases. the net throughput increascs markedly from 52% in the fully
symmetrical case to 68% in the case when all the stations are at onc end. Considering the
performance distributions, stations in the larger clusters obtain a disproportionately large
share of the nct throughput. When a siation in a cluster starts to transmit. the signal
propagates in a short period to the ends of that cluster. Hence, the vulnerable period of
the station to collision from other stations in the same cluster is small. The pucket is
vulnerable to collision from stations in other clusters for a relatively much longer time.
Thus. a station in a large cluster is less vulnerable than one in a small cluster. In the
20+ 10+ 10 case, the two 10-station clusiers obtain significandy different performance,
with the one in the centre obtaining higher performance due both to being in the centre

and to being closer to the large 20-station cluster.

Configuration M otar 0 My B Declay. ms
Mean Std dev Mean Std dev

3 equal clusters, 2 km 52.3 1.31 0.47 L.76 0.61
20+ 10+ 10 54.9 1.37 0.68 1.62 1.65
30 + 10 63.6 1.59 0.87 1.33 4.75
9 +1 7.7 1.69 0.30 1.34 248
Uniform, 39 m 67.9 1.70 0.14 1.36 0.14

Table 4-11: 10 Mb/s Ethernct: Stations in Uncqual-sizbd clusters
N = 40 stations, G = 400%

4.4.3. Discussion

We have cxamined the sensitivity of the Fthemet to various distributions of stations
on the network. With stations uniformly distributed along a lincar bus, stations at the
centre obtain better performance than stations at the ends.  Clustering the stations in
cqual-sized clusters has little effect on total throughput or on the individual throughput as
a function of network location. Increasing the intra-cluster spacing also has little cffect

except to incrcase the variance in performance within each cluster.  Introducing
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incqualities in the cluster sizes increases total throughput, with the stations in the larger
clusters obtaining a greater than proportionate share at the expense of stations in the

smaller clusters.

An implication of these results is that a configuration such as a cluster of workstations
at one end of an Ethernet simultaneously accessing a server at the remote end may lead o0
unexpected congestion as the server experiences higher than normal collision rates. In
such a situation it may be advantageous to alter the back-off strategy of the server's
network interface unit to mitigate the effects of collisions. The extent to which these

results hold in the case of heterogeneous stations is a matter for further investigation.

4.5. Voice Traffic: Measurement and Simulation

We now turmn our attention to the performance of the Ethemnet under real-time
constraints. First. we show that an experimental 3 Mb/s Ethernet can support packetized
voice transmission, achieving high throughput while satisfying real-time constraints.
(Scction 4.5.1). We then use simulation to extend this work to highcr bandwidths with
integrated voice/data traffic (Section 4.5.3). In Section 4.5.2, we investigate the effect of
various values of P ., the minimum voice packet length of our voice packetization
protocol.

4.5.1. 3 Mb/sEthernet: Voice Performance

We use measurements on a experimental 3 Mb/s Ethernet to show that the Ethernet
protocol can handle voice traffic satisfactorily. The network used is described in Section
4.1.2, the experimental techniques are summarized in Sections 3.3 and 4.2.1. In this
Scction we summarize the findings that have bcen presented in greater detail

clsewhere [Gonsalves 83].

During each experiment, each participating station generates samples at a constant
rate. ¥ b/s. emulating the output of a voice digitizer without silence suppression. For
accurate timing, the coder emulator was written in microcode and can generate two 8-bit

samples cvery 38.08n us, forn=12..... Thus, ¥ can be any sub-multiple of 420 kb/s. For
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example. n = 4 and 6 yield V = 105 and 70 kb/s respectively. Silence suppression is not
modclled and the experiments are conducted in the absence of data traffic. For
convenience, we chose ¥ = 105 kb/s since this value enables us to generate a higher load
with a given number of stations than would be possible with a lower value of V. Further,
our experiments showed that performance results obtained with ¥ = 105 kb/s scale
linearly to ¥ = 70 kb/s provided that packet delays are multiplied by a factor of 105/70 =
1.5. Note that this is not a general result but is valid for the conditions under which the

experiments were conducted.

For several values of the parameters D min and Dmax of the packet-voice protocol, we
plot in Figure 4-24 loss as a function of the number of stations. In all cases, it is seen that
there is no loss for small values of N, Then, there is a well-defined knee at which loss
starts. Thereafter, loss increases rapidly with increase in N, The system voice capacity
with a maximum acceptable loss of . M® _ is defined to be the value of N, at which loss
equals . This value is dependant on omér parameters such as Dmax. Since loss on the
order of 1% is acceptable to listeners (Section 2.2.1.2). operation in the region to the left of
the knee on any curve is acccptable while operation to the right is undesirable. With a
tight delay constraint of 5 ms, the knee is seen to occur at about 18 stations. This is lower
than the theoretical maximum of |3.070.105] = 28 stations because the short packet
length of 64 bytes results in an appreciable collision rate. With a more relaxed D max = 80
ms, Nv ranges between 24 and 27 stations for Dm‘.n between 5 and 40 ms. Here,

max
utilization of the channel is close to the theoretical maximum.

By applying the conversion factor of 1.5 to scale our results to ¥ = 70 kb/s, we
conclude that with a delay constraint of 7.5 ms, 27 stations could be supported while with a
constraint of 120 ms, about 36 stations could be supported. We will show later that the use

of silence suppression can increase these numbers by a factor of about 2 (Scction 4.5.3.1).
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4.5.2. Minimum Voice Packet Length

The minimum voice packet length, P min®

voice packetization protocol (Section 2.2.1.3). In sclecting an optintal value of ’D,m

is a nctwork-dependant parameter of the
, it is
n

desirable that ;V(v(p) be maximized. that the average and maximum clip lengths be
minimized and Lh’:;(t”[he adversc impact on data traffic performance be minimized. We
empirically determine an optimal value for P min (O cach value of D o While the.
optimum is dependant on other factors such as whether or not silence suppression is used.
we expect Dmax to be the prime determinant of the optimum. First we discuss
measurement results for the 3 Mb/s Ethernet under the conditions discussed in Section
4.5.1 and then extend this via simulation to the conditions to be used in the voice/data

evaluation in Section 4.5.3.

in Table 4-12 we show the maximum number of voice stations with loss of 1 and 5%

for several values of Pmin obtained in measurements on a 3 Mb/s, .55 km Ethernet. Dmax

is 30 ms. ¥ is 105 kb/s and silence suppression is not used. It is scen that both ’V(vl) and

9. L . C e . max
,V‘v increase with increase in 2 indicating that a large value of £ . should »e chosen.
max

Dmi n P = 1% 5%
25 ms 25 27
10 ms 20 27
40 ms 27 28

Table 4-12: 3 Mb/s. 0.55 km Fthernet: Voice Capacity at ¢ = 1, 5%.
Mecasurements. ¥ = 105 kb/s. Dmux = 80 ms. Paramctcr: Dmm.
Without silence suppression. G, = 0%.)

Owing o the inflexibility of measurement, we now turn (o simulation Lo investigate
morc thoroughly the cfTects of varying Pmm' For a 10 Mb/s, 1 km Ethernet, we present
simulation results under the following conditions: D max = 20 ms, without silcnce

suppression, G, = 20%. From this we obtain a value for P that is used for all

simulations with D = 20 ms in Scction 4.5.3. Similar optimizations yicld values of
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P forD = 2 and 200 ms. Notc that the minimum voice delay. D_. . is related to
mn mdax mn
Pmin by Pminz VDmin'

In Figure 4-25, .V‘rq’ is plotted as a tunction of D, ., for various values of ¢. Fora
° max
given value of @, as D . is increased from zero to D e Y, increases to a peak and
’ mux
then decreases. When D is small. bandwidth wasted due to contention and packet

min

overhead is large compared to the uscful data in each packet. Even though the packet

length increases with load duc to the voice protocol for packets that suffer several

collisons, some packets arc successful after few collisions.  Thus the mean voice packet

length remains small,. When Dml.,l is close to [)max. any contention delay causes the packet

length to exceed the maximum and loss occurs. This causes a decrease in N, thatis
max

larger for small values of @. The value of D, ., atwhich ¥ is maximum increascs with
max

P.

FFrom Table 4-13. we sce that the mean and maximum clip fengths decrease with
increase in O Values at ¢ = 1% are shown in the Table. Other values of ¢ show a
simi.ar trend. While from this point of view it is desirable to choose D, ., close to D,
from the point of view of N(V” . a smaller value is prcl‘errcd.[4 For a given o, D, ., has
only marginal effect on data n'lnc{:l;sures. n4and D, Thus, for D, = 20 ms. we choosc the
value ol 16 ms as near optimal for Dmin' Similarly, the near optimal valucs of I)mm chosen

for D o = 2and 200 ms are 0.75 and 160 ms respectively.

4.5.3. 10 Mb/sEthernet: Voice/Data Performance

Having scen that the 3 Mb/s Ethernct is a viable alternative for packetized voice
applications, we extend the study to higher bandwidths and consider integrated voice/data
applications as described in Chapter 2, For the parameter ranges described in Section 2.4,
we examinge first voice traftic performance mcasures in Section 4.5.3.1 and then data traftic

measures in Scction 4.5.3.2.

14 : , -
We consider small values of @ as these are more usual in voice telephony.,




4007

£
> - - ¢ = 0.5%
; f — 9= 1.0%
;;- ----- ? = 2.0%
3 —- 9 = 50%
o §0f —- ¢ = 10.0% e
S T
> 70 T
o> e
60} o
SOb e
40/
30} ST
\
\
\
2OT \

10

n

ben

0
10

Figure 4-25: 10 Mb/s. 1 ki Ethernet: N, wD

12 14 16 18 2
Minimum Voice Delay. Dpjp. ms

i parameter, ¢.
Without silence suppression. D, 2420 ms. & 4= 20%.

92




93

D, (mS) N‘v” Clip Length, 7, (ms)

maX  Mcan Stddev Max
10.0 38 14.9 23.7 172
15.0 43 8.4 16.8 188
16.0 43 6.9 13.6 153
18.0 43 4.1 8.7 140
19.0 40 2.5 5.9 111
19.75 32 1.3 23 82

Table 4-13: 10 Mb/s, 1 km Ethcrnet: Clip lengths at ¢ = 1%,

Without silence suppression. D .= 20ms. G = 20%. Parametcr, D

min’

1)
D o .V( Theor. Max.
(ms) max LC/\_/]
3 Mb/s. 0.55 klp 3.2 29 46
Measurement 131 44
10 Mb/s. 1 km 20 119 156
Simulation 200 152
100 Mb/s. 5 km 20 130 1562
Simulation 200 1100

®
sec text

Table 4-14:  Ethernet Voice Capacity at ¢ = 1%. Bandwidth = 3, 10, 100 Mb/s
Without silence suppression. G, = 0%. V = 64 kb/s

Increasing bandwidth, C. to increase the voice capacity of the nctwork results in a

decrease in 'I'p and consequently anincrease in a s

v /1T . Since the maximum
n p

throughput of the Ethernet protocol is inversely related to the parameter a. absolute

throughput increases less than lincarly with increase in C. Thus, increasing C beyond a

point may not be uscful with the Ethernet protocol. This is scen clearly in Table 4-14

which gives the maximum number of voice stations (hat can be accommodated undcr
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various conditions if the maximum allowable loss is 1%. The voice coding rate is 64 kb/s,
silence suppression is not used, and there is no data traffic. The values for 3 Mb/s are
derived from the measurements reported in Section 4.5.1 by linear scaling from 105 kb/s
to 64 kb/s. The values for 10 and 100 Mb/s are from simulation. For moderate values of
Dmax, i.e., 20 ms, the capacity is appreciable at C = 3 and 10 Mb/s. At 100 Mb/s.
however, the capacity is a small fraction of the bandwidth. Only at large values of D max’
acceptable mainly when the call is restricted to the local area network, is the capacity at
100 Mb/s substantial. It is desirable to be able to handle calls to remote stations over the
public telephone networks, pcrformance at large D .1 less important and we consider

only 10 Mb/s Ethernets in the subsequent discussions.

4.5.3.1. Voice Measures

Considering first the effect of the maximum allowable voice delay, Dmax. in Figure
4-26, loss, @, is plotted as a function of the number of voice stations. The data traffic
offcred load. G PN 20% and silence suppression is used. With D max = 2 ms, loss occurs
even with a single voice station. This is due to the short packet length, less than 16 bytes,
and consequently the high probability of collision. With D, = 20 and 200 ms, loss is
close to zero for low values of N . As ¥, increases beyond some value, loss begins to
increases rapidly, causing a well-defined knee in the curve. Assuming a maximum

acceptable loss level of 1%. the system voice capacity, N(v” . is given in Table 4-15.
max

Comparing the curve in Figure 4-26 to thc mcasured curves in Figure 4-24, we see that
in the measured curves the knee is more well-defined and the curves are steeper in the
region of loss. This is attributed to two factors, the effects of data traffic and its variations
with time. and the effect of variations in the number of active voice calls due to the use of
silence suppression. Curves for systems without silence suppression at 10 Mb/s are

stmilar,

From Table 4-15, it is seen that the Ethcrnet is essentially unusable for voice traffic
with D= 2msand G, = 20% even if losses of 5% are tolerable. AtD = 20ms,
however, the capacity is substantially higher. Note that the maximum number of voice

stations that could be accommodated on a 10 Mb/s channcl in the abscnce of data traffic




p= 1% 2% 5%

Dpax = 2ms .
without silence suppression 1 3 6
with silcnce suppression 2 6 14
D, .. =20ms ' .
without silence suppression 43 51 62
with silence suppression 103 123 155
D___ =200ms

e without silence suppression 117 126 139

with silence suppression 259 300 351

Table 4-15: 10 Mb/s, 1 km Ethernet: Voice Capacity, D, = 2, 20, 200 ms.
With and without silence suppression. G, = 20%.
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and overhead is | C/V | = 156, without silence suppression. Allowing for the 20% data
load, the Ethernet achieves only about 35% of the potential voice capacity with D, = 20
ms. With D = 200 ms. the capacity is close to the maximum owing to the reduction in
contention overhead with the longer voice packets. There is, thus, a strong incentive to
design systems with a higher value of 'Dmax. Silence suppression has little effect on voice
capacity other than to increase it by a factor of 2.2 - 2.5 compared to the casec without
silence suppression. This is close to the ratio of the average talkspurt length to the average

silence length, equal to 2.5.

To determine the effects of data traffic on voice performance. we keep D, fixed at
20 ms and determine va‘p’ for G 4= 0, 20 and 50% (Table 4-16). In the absence of data
traffic, N"max is fairly higi’:. 120 compared to the maximum of 156. When data traffic is
increased to 20%, equivalent to 30 voice stations, the voice capacity drops by nearly twice
that number. When G y is further increased to 50%, the voice capacity drops to zero. Thus,
the lack of priority in the basic Ethemet protocol is seen to render voice traffic very

susce:ptible to interference from data traffic (Table 4-17).

o= 1% 2% 5%

without silence suppression 119 119 122
with silcnce suppression 257 266 281
G, = 20%
without silcnce suppression 43 51 62
with silcnce suppression 103 123 155
G, = 50% :
without silcnce suppression 0 0 12
with silence suppression 0 1 30

Table 4-16: 10 Mb/s, 1 km Ethernet: Voice Capacity, G, = 0, 20, 50%.
With and without silence suppression. D, = 20 ms.

Next, we examine the nature of the loss. In Table 4-18, details of the clip lengths and
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G Without silence suppression With silence suppression
3 n, N4 1 1, My 1
0 76.4 0.0 76.4 65.4 0.0 65.4
20 215 20.0 475 259 20.0 45.9
50 0.0 50.0 50.0 0.0 50.0 50.0

Table 4-17: 10 Mb/s, 1 km Ethemnet: Throughputs: voice, data and total.
With and without silence suppression. D, = 20 ms.

inter-clip times are presented when the total loss is 1% with G, = 20% and a range of
values for D o’ Corresponding statistics for ¢ = 5% are in Table 4-19. Rccall that
studies have indicated that for a given loss level, short clips occurring frequently are
subjectively less of an annoyance than long clips occurring less frequently (Section
2.2.1.2) [Gruber & Strawczynski 85]. The threshold at which loss begins to be perceptible
as lost syllables rather than background noise is about 50 ms [Campanella 76]. Under
these criteria, it is seen to be desirable to set D, as low as possible. For cxample, with
Dma .= 2 ms. the average clip length is less than 1 ms and the maximum about 6 ms, both
well below the 50 ms threshold. With D gz = 20 ms, the average clip length is still fairly
low, less than 10 ms. The standard deviation is high and the maximum greater than 100
ms. With Doux = 200 ms, both thc mean and maximum clip lengths are wcll above the 50
ms threshold. Thus there is a trade-off in the sclection of D, . Smaller values lead to
improved loss characteristics and allow a farger delay margin (or transmission over other
nctworks while. Larger values lead to a higher voice capacity due to reduction in overhead

per bit and to lower collision rates.

Owing to the choice of P, such that D . is 0.8D L for D = 20 and 200 ms,

voice delay is constrained o lic in the range 08D <D <)

- As Nv INCTCASes. sOMe

voice packets get longer due to congestion delays. Others are successful with no or few
collisions and arc delayed only duc to packetization. The avcrage delay even under heavy
traffic conditions with @ well above the acceptabic limit of 1% is about 170 ms with D ax
= 200 ms and G, = 20% whilc the standard deviation is about 1710th the avcrage. Thus,
in the region of interest. i.c.. ¢ < 1%, DD, . and standard deviation is Iess than 5% of

the average. This is a result of the parameters of the packetization protocol.
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. {f’ Clip Length, T{(ms) Inter-clip time. 'I'dl ($)
X Nlean Stddey Mk Mean  Std dev
"X = Zn‘s
without suppression 1 0.7 0.7 56 0.08 0.038
with suppression 2 0.3 0.8 3.0 0.038 0.08
D = 20 ms
without suppression 43 0.9 10.9 134 0.72 0.70
with suppression 103 7.5 14.7 176 0.75 0.75
l)mx = 200 ms
without suppression 117 100.6 66.3 286 10.0
with suppression 259 938 7.3 349 9.4

Table 4-18: 10 Mb/s. 1 km Ethernet: Clipping Statistics at ¢ = 1%.
With and without silence suppression. D= 2.20.200 ms. G, = 20%

"\’Jv‘) Clip Length, T{(ms) Inter-clip time, Tl“(s)
e Mean Stddev Max Mecan  Std dev
[ZLIAY = 2 n]s
without suppression 6 L4 31 90 0.04 0.03
with suppression 14 1.3 4.2 136 0.03 0.03
l)mm =20ms
without suppression 62 154 274 238 0.34 0.32
with suppression 155 16.9 31.0 284 0.32 0.31
D, =200ms
without suppression 139 1343 79.8 551 2.66 2.63
with suppression 351 126.3 78.3 498 2.10 2.21

Table 4-19: 10 Mb/s, 1 km Ethernet: Clipping Statistics at p = 5%.
With and without silence suppression. D, = 2.20. 200 ms. G, = 20%
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4.5.3.2. Data Measures

Having examined voice traffic performance and the impact of data traffic on voice
performance. we now consider data traffic performance and the effects of voice traffic on
it. In Figure 4-27, data (hroughput, 7 , is plotted as a function of the number of voice
stations. NV, fora 10 Mb/s, 1 km Ethernet. Silence suppression is not in effect. With data
offered load. G ’ of 20%, curves are plotted for maximum voice delay, D nax’ equal to 2, 20

and 200 ms. Also shown is a curve with G, = 50% and Dmax = 20 ms.

Comparing the curves for G ' 20%. it is seen that data throughput decreascs with
increase in V. This occurs because there are no packet-level priorities and the number of
data stations is fixed. Thus, as N, increases, the rate of voice-packet arrivals increases
relative to the rate of data-packet arrivals. For a given N, with larger D, . voice packets
suffer fewer collisions and hence lower loss. Thus, the bandwidth available for data traffic
is reduced compared to the situation with smaller D, Comparing the curves for D,
=20msand G = 20% and 50%. the trends are similar. With silence suppression, similar
effects are noted, except that the curves for different values of O, = and the same G are
closer together.

Delay

The delay characteristics of interactive and bulk data traffic are similar and hence we
discuss only the interactive traffic here. In Figure 4-28. average delay is plotted as a
function of N, for several valucs of Dm ¢ G 4= 20% and silence suppression is not uscd.
We note that the curves with silence suppression are very similar. On each curve, the
point at which ¢ reaches 1% is marked with a circle. Initially. as Nv is increased, delay
increases rapidly. Once loss begins to occur, the incrcase in voice traffic with further
increase in N is reduced and the increase in delay is much more gradual. Note that delay
is not noticeably dependant on . Throughout the range shown. standard deviation of

data dclay is about 2 to 3 times the average, ranging occasionally up to S times the avcrage.
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4.5.4. Discussion

We have used measurements on a 3 Mb/s Ethernet with emulated voice traffic to
show that the contention-based random-access protocol can provide adequate service to
stream-based real-time traffic. 'The network capacity is 30-40 simultaneous voice
conversations with ¥ = 64 kb/s. This corresponds to a utilization of about 90% of the
bandwidth. We have then extended this work to integrated voice/data traffic at a higher
bandwidths via simulation. Owing to the higher propagation delay relative to the packet
transmission time, the use of the Ethernet for real-time traffic is more restricted at 10
Mb/s. With D, ..> 20 ms, moderate to high utilization is obtained. At lower values,
however, utilization drops considerably. When bandwidth is increased to 100 Mb/s. D,
must be on the order of 200 ms to obtain adequate utilization. The interactions of voice
and data traffic have been quantified over a wide range of parameters. An empirical
optimization of the parameter P min of our voice packetization protocol indicates that the

optimum valueof P as a fraction of P .. decreasesas P decreases.

4.6. Summary

We have accurately characterized the performance of the Ethernet protocol via
measurements on operational nctworks and simulation. Measurements on 3 and 10 Mb/s
Ethernets with artificially-generated data traffic loads indicate that the protocol performs
well when the packet transmission time is large compared to the propagation delay. with
throughput greater than 97% of capacity. On a 10 Mb/s network, with 64 byte packets,
however, performance is poor, with 1 being about 25%. By mecasuring delay distributions
we have shown that while individual packct delays can be large under heavy loads, the

variation is high and most packets suffer relatively modest delays.

A comparison of our mcasurcments with the predictions of analytical modcls of
CSMA/CD from the litcrature indicated discrepancies. especially for large a. Thisled toa
study, via simulation, of the performance of the Ethernet at large a. We have shown that a
modification to the rctransmission algorithm enables higher throughput than that of the

standard algorithm to be achicved, especially with large numbers of stations. Since the
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throughput of the modified algorithm is close to that predicted by analytic studies with
optimum assumptions, we surmise that the modified algorithm is near-optimal. This study
enabled us to determine the regions of validity of the use of some analytical models of
CSMA/CD from the literature for the prediction of Ethernet performance. Using
simulation we have also studied the effects of different distributions of stations on linear
bus Ethernets. Stations at the ends and stations in small clusters were shown to achieve -

poorer performance relative to the others.

Using measurements on a 3 Mb/s Ethernet. we have shown that voice traffic can be
supported under acceptable constraints despite the random nature of the access protocol.
This is due in part to our new variable-length packet voice protocol. Simulation of
voice/data traffic at higher bandwidths and under a wide range of parameters indicates the
trade-offs between voice capacity on the one hand and, on the other. maximum voice
delay and the quality of the voice signal. Data traffic is shown to have an adverse impact
on voice capacity. In the desirable region of operation, i.e., when voice loss is low. voice
traffic has minimal effect on data throughput. The effect of variation of the
voice-packetization protocol parameter P min N1aS been investigated over a range of
conditions. The optimum is found to decrease from about 0.8 P max with Dmx = 200 ms
004P  withD = =2ms
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Chapter 5
Token Bus

The Token Bus protocol utilizes explicit token-passing to achieve round-robin
scheduling on a single broadcast bus {IEEE 85b]. This helps overcomes the incfficiency
and high variance of delay causecd by collisions in the CSMA/CD protocol. The Token
Bus protocol is fair and guarantees an upper bound on delay. provided that packet lengths
are bounded. Priorities are incorporated by means of timers to limit the maximum token
rotation time and the time that a station may hold the token. The disadvantage is an
increase in complexity of the protocol especially to handle error conditions such as loss of
the wcken. In this Chapter, we study the performance of a Token Bus protocol for
integrated voice data trafficc The protocol is similar to the |EEE 802.4 Token Bus
Standard. The protocol is described in the next section with differences from the 802.4
standard being identified. Next. the effect of the priority parameter, the token rotation
timcr used by data stations. is examined. This is followed by an investigation of several
variants of thc protocol with only voice traffic. Finally, the performance of the protocol

with voice/data traffic within the framework of Chapter 2 is systematically characterized.

5.1. Token Bus Protocol

The physical topology of the Token Bus is similar to that of the Ethemet, ic.. a
broadcast bus with stations connected by means of passive taps. The protocol. however. is
quite dissimitar. During normal operation, a single logical token exists on the network, A
station may transmit a packet only when it has possession of the token. After transmission,
the token is passed on to the succeeding station in a logical ring (Figure 5-1). Thus,
contention-free operation is achieved. Note that at a given point in time, the logical ring

may contain only a subset of all the stations on_the nctwork. The complcte protocol
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Token-passing
logical ring

Figure 5-1: Token Bus Topology
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includes procedurcs for the handling of error conditions such as the loss of the token,
duplicate tokens, and entry of stations to and exit from the logical ring. We assume that
such conditions occur infrequently and hence do not discuss them. The IEEE 802.4

standard is a complete specification [IEEE 85b].

One of the determinants of performance is the ordering of stations in the lcgical ring. .
If the ordering corresponds to the physical order of the stations on the bus propagation
delay incurred in passing the token is minimized. This is particularly beneficial at high
bandwidths when the packet transmission time is small. i.e., when a is large. In practice.
however, over time the logical ordering is likely to change as stations are moved between
locations, are added or are removed. thus increasing the propagation delay incurred in
passing the token. In the absence of a mechanism for ensuring optimum ordering, we
assume that the logical ring is constructed by choosing stations at random. This results in
an average propagation delay of ‘rp/3 between any pair of stations. [n Section 5.2 we

investigate some ramifications of this assumption.

The [EEE 802.4 standard allows a station to transmit several packets during possession
of the token, limited either by a maximum token holding timer for synchronous traffic, or
by a limit on the time sincc the previous reception of the token by the station for
asynchronous traffic. The tokcn is then passed in a separate packet. In our voice protocol,
a voice station transmits all the accumulated samples when it gains access to the network.
Thus, it transmits only one packet during cach round. Likewise, by our assumption of a
single buffcr per data station, data stations too transmit only one packet per round. As an
optimization, we assume that the token is piggy-backed on the single packet transmitted
by a station. The improvement achieved by this is also studied in Section 5.2. Note thata
station that does not have a packet to transmit must still transmit a packet, consisting only

of a header. to pass the token on to its successor.
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5.1.1. The Priority Mechanism

We distinguish two priority classes, data and voice. Voice is considered the higher
priority. Each voice station transmits at most one packet per round with the packet data
length limited to P, = D, /V. Thus. the token holding time of a voice station is
limited to (P, .+ P )/C, where P_ is the total overhead per packet. Data stations are
restricted by the token rotation timer (TRT) mechanism. A data station may transmit only
if the time since the previous reception of the token is less than the priority parameter.
TRT. In this Section, we examine by simulation the effects of various values of TRT. We
note that the [EEE 802.4 standard distinguishes 3 classes of asynchronous traffic with a
separate TRT specified for each class and one class of synchronous traffic with a specified

maximum token holding time.

We consider a 100 Mb/s. 5 km network and voice/data traffic as defined in Section
24with D, = 20msand G, = 20%. For TRT = 15, 20. 25 and o ms. we plot voice
loss as a function of N, in Figure 5-2. The difference between the four cases is small. At
smail N, loss is zero in all cases. At large N, the curves for TRT < 25 ms merge. In the
region of interest. ¢ on the order of 1%, TRT of 25 ms yields the same voice performance
as TRT of infinity.

In Figure 5-3. data throughput, 5 415 plotted as a function of N for the four values of
TRT. With finite TRT, 5 ddmps to zcro when N crosses voice capacity. The valuc of N,
at which g, reaches zero increases with TRT. With TRT = oo. 3, decreases
monotonically with increase in N, because of the restriction of a single packet per station

per round but does not drop to zero.

Forany TRT < D, . voice capacity is the same. Data throughput. however, drops to
zero at lower values of N, for lower values of TR'T. Henee, 10 maximize voice capacity
while minimizing the adverse impact on data throughput, we use TRT = D max in the
voicc/data performance evaluation in Section 5.4. Note that in Chapter 7, we also use
larger values of TRT to accord equal trcatment to data traffic in the Token Bus and
Expressnct.
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5.2. Voice Traffic Performance

In the absence of data traffic and when silence suppression is not used. a Tcken Bus
. carrying only voice traffic achicves maximum performance when cach station transmits
maximum length packets at regular intervals. The operation of the system is deterministic
and a simplc analytic expression for the voice capacity, 1\«‘:’) . can be obtained following
the method used in [Fine 85]. When N = AV(V") , the l%aJnd length is D, and the
max

following cquality holds:

D =D _V/IC+1+:t+T ,+7)N
max P o ok v

max
wherc zp and t, are the transmission times of the packet preamble and overhead
respectively. T ok is the total transmission time of the token packet, and r is the mean
propagation delay incurred in passing the token from onc station to the next. Thus, after
multiplication by C for conversion of transmission times to bits, the voice capacity with ¢
= 0% is given by:

N=Db CAD V+ I’p+l’o+ P’ok+r(') (5.1)

ma

where Pp is the preamble length, P, the overhead length and P ok the token length
including any overhcad. By substitution of appropriate valucs for variables in the above
cquation, the capacity of several variants of the protocol may be obtained. First, for the
IEEE 802.4 Token Bus, a separate packet is uscd for the token. The length of this packet is
P{okzl’p+ PP where I’k is the length of the token. We assume that Pk =0, i.e, an
cmpty packet constitutes a token. In our study, we assume that cach station transmits a
single packet per round and that the token is implicitly passed in this packet. Thus, I’wk
=0.

In the optimum ordering of stations. the logical ring corresponds to the physical order
of the stations on the bus. Thus, the total propagation delay incurred per round is twice
the end-to-end propagation delay or 2'rl,. Hence, v = 21-,,/ N, Under the assumption of

random ordering of the stations in the logical ring. v = 1 p/3.

We present in Table 5-1 the voice capacity calculated from Equation (5.1) for both the
standard ‘Token Bus and the protocol with piggy-backed tokens. In both cases, capacity is

presented for the optimum and random ordcerings. The following parameter valucs are
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Optimuim Order Random Order
D Standard Fast Standard Fast
max
10 Mb/s, 1km ( [C/V) = 156-)
2ms 32 53 31 51
20 ms 113 131 112 129
200 s 150 153 150 153
100 Mb/s. Skm ( [C/V] = 1562 )
2ms 316 524 137 165
20 ms 1128 1309 768 843
200 ms 1504 1532 1416 1441

Table 5-1: Token Bus: Voice Capacity at ¢ = 0%, C = 10 and 100 Mb/s.
Separatc and piggy-backed tokens. Optimum and random ordering.
Without sifence suppression, G = 0%.

used: Network parameters: 10 Mb/s. 1 km and 100 Mb/s, 5 km. Note that for the 1 km
nctwork, T, 5 us and for the § km network, T, 25 us. Voice station parameters: V =
64Kbss. D, = 2.20.200 ms: Pp = 64 bits: P = 30 bits overhead + 100 bits gap. The
packct data lengths corresponding to D max = 2. 20 and 200 ms are 16, 160 and 1600 bytes
respectively. The maximum capacity assuming ideal conditions is given by LC/V j =
156 and 1562 stations lor C = 10 and 100 Mb/s respectively.

Considering the piggy-backed versus scparate token variants (labetled  Fust and
Standard respectively in the Table), at 10 Mb/s, the piggy-backed scheme is marginally
better than the standard scheme. The difference is greater at small valuesof D, . With
Dma .= 200 ms, the overhead of a separatc token packet, 30 bytes, is small compared to:
the packet data length. With D max = 2 and 20 ms is it significant. Thus. the simulation
results that we present for the piggy-backed scheme fater in this Chapter and in Chapter 7

can be applicd to the IEEE 802.4 Bus with only a small degrec of over-cstimation,

Comparing the two orderings, optimum and random, we (ind that at 10 Mb/s the
difTcrence is negligible. Here, 7 » is much smaller than the packet transmission time, Tp.

At 100 Mb/s, howcever, Tp decrcases by an order of magnitude whilc 7 incrcases by a
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factor of § due to the increase in network length. T, is now comparable to Tp, especially
for smaller Dma » In the optimum ordering. the per packet propagation delay, r = r p/NV
while in the random ordering, r = 1-p/3. Since Nv » 3. the optimum ordering is superior

to the random ordering, cspecially at small Dmax.

5.3. Minimum Voice Packet Length

Before we can proceed further, it is necessary to select near-optimal values of the
minimum voice packet length. £_. . Owing to the orderly round-robin scheduling, the
round length increases in proportion to the number of voice stations. There is little
variation in round length and hence all voice packets are of similar length. [n contrast to
the Ethernet (Section 4.5.2), there is no reason to choose P oin lm’ge.15 In this respect. the
Token Bus is very similar to the Expressnet. also a round-robin scheduling protocol and
the discussion of P min with respect to the Expressnet holds here (Section 6.3). Hence, the
values of P .in We use in the Token Bus evaluations are the same as in the Expressnet
evaluations. i.c.. 8 bytes for D max = 20 and 200 ms. and 1 byte for D — 2 ms. These
yield Dmin = I msand 0.125 ms.

5.4. Voice/Data Traffic Performance

We are now prepared to study the performance of the Token Bus with integrated
voicc/data traffic. Following the strategy uscd with the Ethernet in Secticn 4.5.3, we
present first voice trafTic measurcs and the cffects of data traffic on voice and then data
traffic measures. The traffic parameters are as summarized in Section 2.4 and Table 5-2.
For reasons discussed above, we consider the piggy-backed token variant of the protocol

and assume that stations in the logical ring are in random order.

1sllased on simulation of 4 10 Mb/s Token Bus with voice packet length varying between 6 and 12 ms,
DeTreville arrived at a simitar conclusion [De Treville 84}
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Network Parameters:

Data token rotation timer, TRT D,ax
Voice token holding time, THT b, .V/C+P/C

Station Parameters:
Packet overhead, P 10 bytes
Packet preamble. Pp 64 bits
Carrier detection time. ¢, 1.0 usat C = 10 Mb/s
0.1 usat C = 100 Mb/s

Voice Traffic Parameters:

Minimum delay, D, 0125msatD,  =2ms
1.0 ms at D, =20. 200 ms

Table 5-2: Simulation Parameters

5.4.1. Voice Measures

First. we consider the impact of the maximum allowable voice delay. D, on voice
traftic performance. In Figure 5-4. voice loss is plotted as a function of Nv. for various
values of D for a 100 Mb/s, 5 km nctwork with data offered load. G, = 20%.
Performance is shown with and without silence suppression. Considering the curves for
silence suppression, it is seen that there is no loss until N, reaches some value dependant
onD,_ . There is a knee above which loss increases rapidly. similar to, though sharper
than. that observed in the Ethemct (Figure 4-26). The voice capacity at Dm =2msis
ncgligible. There is a substantial increase when D max is increased to 20 ms. The poor
performance at D = 2 and 20 ms is attributed 10 the propagation delay incurred in
passing the tokecn. Thisis 7 /3 on the average due to the assumption of random ordcring
of stations in the logical ring. At D,... = 2 ms. the packet overhead of 10 bytes is
significant compared to the 16 bytes of voice samples per packet. When D max S further
increascd to 200 ms, there is a further large increase in voice capacity. The throughput is
then about 80% of the bandwidth. |
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10 Mb/s, 1 km 100 Mb/s, 5 km
o= 1% 2% 5% 1% 2% 5%

D _=2ms
max
With suppression 11 21 27 15 47 56
Dmx =20 ms

Without suppression 103 108 122 757 770 790
With suppression 207 224 241 1132 1157 1200

D pox = 200 ms
"~ Without suppression 152 154 159 1430 1443 1490
With suppression 339 346 364 2936 3035 3167

Table 5-3: Token Bus: A% for D= 2.20.200 ms.
C = 10. 100 MY/s. G, = 20%.

The curves for performance without silence suppression are similar though the knee is
at a correspondingly lower value of N, In Table 5-3, Nl‘_:;x is shown for ¢ = 1. 2 and 5%
for values of parameters corresponding to Figure 5-4. At 10 Mb/s, the increase in capacity
achieved by the use of silence suppression is about a factor of 2 compared to the decrease
by a factor of 2.5 in the bandwidth required per station. When silence suppression is used,
stations arc assumed to remain in the logical ring cven when in the silent state. Thus, they
contribute dclay in passing the token. The cffect is more pronounced at 100 Mb/s when
the propagation delay is larger comparcd to the packet transmission time, the relative

increase in capacity achieved by the use of silence suppression being only about 1.5.

The effect of propagation delay can be scen by comparing capacity at the two
bandwidths with other paramcters constant,  The increase in capacity is less than the
rclative increase in bandwidth. The refative increase approaches the ratio of bandwidths
as D isincreased. We note that the poor performance at D, =2and20msand C =
10 Mb/s is due almost entirely to packet overhcad. For the parameters used, propagation

delay is a significant factor only at the higher bandwidth.
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10 Mb/s, 1 km 100 Mb/s, S kin
p= 1% 2% 5% 1% 2% 3%

G,=0% 232 237 248 1197 1212 1260
G,=20% 207 - 224 241 1132 1157 1200
G,=50% 197 222 237 1008 1034 1082

Table 5-4: Token Bus: Voice Capucity. G, = 0. 20, 50%.
With silence suppression. C = 10, 100 Mb/s. Dmax = 20 ms.

The impact of various data loadings on voice traffic performance is minimal. Owing
to the choice of TRT = D”m. when N reaches a value such that loss occurs, the round
length cxceeds D, and data throughput drops to zero regardless of G 4 And other

parameters. This is summarized in Table 5-4.

Turning next to the nature of the loss suttered by voice stations, we find that due to
the orderly round-robin scheduling, mean clip lengths are low, standard deviation is low
and the clips occur very regularly (Table 5-5). This is the desired mode of loss (Section
2.2.1.2). The low standard deviation of the inter-clip time is due to the almost constant
round lengths. Thus, every packet suffers an cqual clip in cvery round. Note that the
standard deviations increase somewhat when silence suppression is used. For a given loss
level, e.g.. @ = 1%, the mean clip length increases with D e This occurs because loss
occurs when the round length is approximatcly cqual to Dmax at the rate of 1 clip per
round. With larger D, .. the rate of clipping decreases and the mean clip length must

increase proportionately (or a constant loss level.

5.4.2. Data Measures

We now tumn to a consideration of data traflic performance and the cffect of voice
traffic on it. As was indicated above. owing to the TRT priority mechanism, when the
number of voice stations reaches a value such that the round length excceds TRT = Do
data throughput drops to zcro. This is seen in Figurc 5-5 which shows the variation of q d

with Nv for various valucs of D and G M for a 100 Mb/s nctwork with silence

muax
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Nv Clip Length, Tl(ms) Inter-clip time, T,.“ (s)
max  Mean Stddev Max Mean Std dev

D”m =2ms
with suppression 15 0.05 0.04 0.1 0.004 0.002

D = 20 ms
without suppression 757 0.20 0.06 02 0020 0.000
with suppression 1132 0.30 0.31 28 0031 0023

D, =200ms
without suppression 1430 2.10 0.09 29 0210 0.073
with suppression 2936  10.60 11.74 44 1.060

Table 5-5: 100 Mb/s. 5 km Token Bus: Clipping Statistics at ¢ = 1%.
G;=2%. D,, = 2,20,200ms.

ma.
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with N for various values of D, and G, for a 100 Mb/s nctwork with silence

suppression. Similar behaviour is observed with other parameter values. 75 4 decreases

with increase in N, As N approaches N“,” . the rate of decrease increases. Note that by
max

using TRT > Dmax. we can ensure higher data throughput at voice capacity (see Section
S.1L).

As is to be expected from the throughput performance, data delay increases with N,
growing without bound as N approaches the value at which ¢ d drops to zero (Figure 5-6).
Standard deviation is approximately equal to the average over the whole range when
silence suppression is in effect. When silence suppression is not used, owing to the more

deterministic voice traffic, standard deviation is much lower than the average.

5.5. Summary

In this Chapter we have presented a study of several aspects of performance of a
token-passing bus local arca network. The protocol considered is similar to the IEEE
802.4 standard. First we considered the performance of several variants with only voice
traffic. obtained by a simple analytic expression for the case without silence suppression.
The use of piggy-backed tokens was shown to cause a marginal increase in capacity. except

at O = 2 ms where the increase is larger. Optimum ordering of the stations in the

X
logical ring has little advantage relative to random ordering at 10 Mb/s. At 100 Mb/s,
there is a substantial improvement. The effects of scveral values of the priority paramcter,

TRT, used for data traffic were presented.

With integrated voice/data traffic, the Token Bus protocol achieves good performance
at 10 Mb/ss. At 100 Mb/s, propagation delay begins to play a significant part and
performance is poor under tight delay constraints. The token rotation timer priority
mechanism is scen to be favourable for the higher priority traffic, voice. 'The throughput
of the lowcr priority traffic, data. drops to zero as the number of voice stations increases
above N‘f) . We note that other priority schemes can be implemented on a Token Bus.
In particm;r. the alternating round scheme prescnted for the Expressnect in the next

Chnpter is comparcd with the TRT mechanism in Chapter 7.
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Chapter 6
Expressnet

The network protocols considered so far are the random-access CSMA/CD protocol
and the round-robin Token Bus scheme. The former is attractive owing to its simplicity
and is efficient at low to medium bandwidths. By the use of an explicit token, the latter
provides good performance at higher bandwidths than CSMA/CD. The pertu: n:ince of
the Token Bus has been shown to be strongly dependant on the order of token passing
(Section 5.2). The optimum ordering enables high utilization to be achieved at high
bandwidths but is difficult to maintain in a practical network. Another round-robin
scheme. Expressnet. uses an implicit token-passing algorithm with inherently optimum
ordering to achieve high utilization [Fratta et. al. 81, Tobagi et. al 83]. In this Chapter, we
describe the Expressnet protocol, study the effects of some protocol parameters, and study
the performance of the Expressnet within our voice/data framework. We note that the
Exprossnet is very similar to scveral of the DAMA schemes and that our results are

therefore indicative also of the performance of these other schemes [Fine & Tobagi 84].

6.1. Expressnet Protocol

The Expressnet uses a folded uni-directional bus structure to achieve broadcast
opcration with conflict-free round-robin scheduling (Figure 6-1) [Fratta et. al 81. Tobagi
et. al. 83]. Each station has threc taps, a reccive tap on the in-bound bus and transmit and
carricr sense taps on the out-bound bus.  Note that the sensc Lap is upstrcam of the
transmit tap. A packet transmittcd on the out-bound bus by any station propagates over
the connecting link and down the entire in-bound bus. Any station can reccive the packet

from the in-bound bus, achieving broadcast operation.
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[n order to achieve fully distributed round-robin scheduling, the end of each packet
transmission on the out-pound bus, EOC(out). is used as a synchronizing event. Assume
that station / has just transmitted a packet. The event EOC(out) emanates from 7 and
propagated down the out-bound bus. Any backlogged station. j, downstream of / senses
this event and starts to transmit immediately. While transmitting, j monitors the
out-bound bus for transmissions from any upstream stations. If such a transmission is-
detected. j aborts its attempt. Thus, of all the staticns that attempt to transmit. the most
upstream one is successful. There may be a period of overlap at the start of the packet, on
the order of t.p the time to detect carrier. The end of this new packet forms the next
synchronizing event. Note that once a station has transmitted a packet it does not receive
the EOC(out) event again and hence can transmit at most one packet per round.
Transmissions within each round are ordered by station location without the stations
needing to have any knowledge of their respective locations. We note that this protocol is

an example of the attempt-and-defer sub-class of the DAMA protocols [Fine & Tobagi 84].

The succcssion of packets in a round form a train. At the end of a train, a mechanism
is necessary to start the next train. Note that the gap between successive packets in a train
is ¢ & the carrier sense time. Thus. any station can detect the end of a train when an idle
period of 2t , elapses after the end of a packet on the in-bound bus. This event, EO7{in),
visits each station in order and forms the synchronizing event for start of the new round.
All backlogged stations detccting EOT(in) immediately start transmitting, following the
attempt-and-defer strategy described above. Between successive trains therc is a gap equal
to2r ot for the end of train to propagate from the out-bound to the in-bound bus and
be detected. Under heavy traffic with N stations,- the propagation delay overhead per
packet is pr/N. Thus, the Expressnet opcrates efficicntly with large ¥ even when T, is

large relative to the packet transmission time, Tp.

The Expressnet protocol includes mechanisms for kecping the net alive even when all
stations are idle, and for cold-start when the network is powered up. These are not

germane to our study and hence we do not describe them.
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6.1.1. A Priority Mechanism

A simple priority mechanism is to allocate rounds for particular traffic types [Tobagi
et. al. 33]. For example, in a voice/data context, alternate rounds can be allocated to cach
of the two traffic types. Further, to satisfy the delay constraint of voice traftic, data rounds
can be restricted to a maximum length, L 4 While the length voice rounds is determined

max
only by the number of voice stations, N, and the length of voice packets.

We now examine the effccts of varying the maximum data round length, Ld

nmax
Considering a deterministic system with perfect scheduling of arrivals. maximum

throughput is achieved when the time between the start of successive voice rounds is

exactly D

max

[Finc & Tobagi 85]. Under these conditions, v, = N‘V”) . Further, every
max
data round has length L 4= Ly - Thus, we have,

max

Do =N /’p+ P+ Yt O/CH+I+ 2(2*1'1J +2¢,)

ma.

('(l)”m— I,J- 2(21-p+ z’cd))
PALAD,, V2 L)
whcre Pp and P are the prcamble and overhcad per packet respectively. The term

i.c.. N =
V'

6.1)

(21p+ 21(_ 7 is the idle period between successive trains and appears twice because we are

considering a cyclc consisting of a voice train and a data train. Thus. Nv decreases
max
lincarly as /. / increascs, rcaching zcro for some L, i <P

max max X

With randomness introduccd in the data arrival process and in the number of active

voice stations duc to silence suppression, L, is less than [
. . -y .d . Unax . max
apprcciable cven with L d = D, Thisis scen in the results of simulations of a 10

max
. . | .
Mb/s, 1 km Expressnct with Dmax =20 msand Gd = 20%. With L, =20ms /\/(v) is
nirx mayx
2065 and remains at this value when L, is decercased to 10 ms. When I'(I is further
I max ) _max
decreased to 2 ms, N‘v increases to 285 stations and ¢ , decreases from 15% to 10%
max

(Figure 6-2). As is to be expected from the throughput curves, data delay is approximately

and Nv can be

constant with L ¢ \nthe range 10 to 20 ms, and increases by about a factor of 2 when
max
I.; is deereased 10 2 ms. Thus, choosing /, ¢ < D, /2 yields a small increase in
max max
voice capacity at the expense of a large decrcase in data throughput. Note that value of
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L at which g d begins to drop rapidly is a function of both the number of data stations
max

and D

m
a conservative choice while for D, .= 2 ms, the knee is at approximately D../2 We

For Doue = 200 ms. the knec point is below D,o/2 e L, =D 72is

max nax

use L 4, = Dmax/2 in the rest of UIIS.C hapter.

6.2. Voice Traffic Performance

A system consisting of only voice stations operating without silence suppression is
detcrministic and the maximum number of voice stations that can be accommodated

. ) . . . .
without loss, V" . is given by Equation (6.1) with L, set to the overhead per round.
max

2(7p+tc d)‘ For the parameter values summarized in Section 2.4 and Table 6-1, we

compute N‘:') for a 10 Mb/s, 1 km and a 100 Mb/s. 5 km Expressnet and scveral values
max

of Dmax (Table 6-2). [t is evident that for the parameter ranges considered, inter-round

propagation delay is insignificant compared to the per packet overhead. The latter is the

cause of the reduced capacities at Dmax = 2 and 20 ms.

Network Parameters:

Max data round length, L d O.SDmax
Max voice round length, L 3% Unlimited
max

Station Parameters:

Packet overhead, P i 10 bytes
Packct prcambie, Pp 04 bits
Carrier detection time, g 1.0 psat C = 10 Mb/s
0.1 psat C = 100 Mb/s

Voice Traffic Parameters:

Minimum dclay. D, nin 0.125 ms at D, = 2ms
1.0msat D max = 20, 200 ms

Table 6-1:  Expressnet: Simulation Parameters
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0)
max’ ms A’\fvm(l.\'
10 Mb/s, 1 km 2 67
(bC/Ve= 156) 20 138
200 154
100 Mb/s, S km 2 650
(bC7Ve=1562) 20 1378
200 1541

Table 6-2: Expressnet: Voice capacity with only voicc stations.
Without silcnce sunpression.

6.3. Minimum Voice Packet Length

We now examine the effect of varying P in O0 Expressnet performance. As in the
Token Bus. performance is only weakly dependanton P due to the round-robin nature
ol the protocol, provided that P in 18 chosen small relative to g Note that

Prin=VDpiqad P =VD . If Pmm is farge small clips occur even for N well below

N, . Consider the situation when silence suppression is in effect. therc is some data
max
load.and P . = I’max/2. Assume that the load is such that the cyclc length, i.c., the time

to the beginning of the next voice round. is L = D /2. Consider the left-most voice
station, £ (similar rcasoning applics Lo any voice station).  Assume that 7 transmits at the
beginning of a voice round. Let the length of the next cycle be 1. =D —e , for some
pusitive e,. At this point, station i will not yct be ready to transmit the next packet and so
will losc its turn. Now, let the length of the succccd‘ing cycle be l,=D,m.n
Station i can now transmit. However, the time since its last transmission is
l—e+1 +e>D

+e, for £,>€.

- Hencee, it suffers loss even though the average cycle length is much
less than ) . Note that e, varies with time owing o the variation in data load and the

transition of voice stations between the talk and silent states.

Empirically, we have found that valucs of D,m.,l on the order of D, m/lO or less

minimize voice loss. Hencc, in the subscquent cvaluations, we use Dmi’l = | ms for melr
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= 20 and 200 ms and D

P i drC 8 and 1 bytes respectively.

g = 0125 msfor D = 2ms. The corresponding values of

6.4. Voice/Data Traffic

In this section we examine the performance of the Expressnet under various
conditions with voice/data traffic.  Network bandwidths of 10 and 100 Mb/s are
considered with the folded-bus topology (Figure 6-1). Parametcr values are summarized
in section 2.4. Some parameter valucs specific to the Expressnet are listed in Table 6-1. [n
the following sections we discuss, in order, system. voice and data performance with

integrated voice/data traffic.

6.4.1. System Measures

Owing to the round-robin nature of the scheduling discipline, the Expressnet is
inherently fair as cach active station can transmit 1 packet per round. Hence the only
system performance metric that we consider is maximum throughput under various

conditions.

Throughput

Maximum system throughput, 7. is found to be a function primarily of channcl
length. 4. and maximum voice dclay. D ax Variation in q is on the order of 1% or lcss for
caca 10% variation in data offered load, ¢ Silence suppression also has little effect on 9.
Table 6-3 gives g at ¢ = 0.5%. with G 4 fixed at 20%, for various values of C, dand D, ..
@ is chosen to be 0.5% because this is well below the valuc of 1% that we usc as the limit of
acceptability.  Hence. the throughputs shown are lower bounds for voice/data systems

with the range of parameters considered.

Throughput is scen 0 increase with D, .. Under heavy traftic conditions, voice

<
packets are of length P”m = Dmax V. Thus, as Dmax is increased, the fixed overhcad per
packet is amortized over a larger number of voice samples. Throughput decrcases with

increasc in d due to the cffect of increascd propagation delay, i.e., higher a. For D, .. of

20 and 200 ms, ¢ is almost constant with increasc in C from 10 to 100 Mb/s. At ¢ = 0.5%.
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C = 10 Mb/s C = 100 Mb/s
d= 1 km S5km Skm
D, =2ms
without suppression 40.7% 39.9% 45.3%
with suppression 39.6% 39.3% 43.0%
D, ., = 20ms
without suppression 86.0% 86.0% 86.5%
with suppression 82.7% 83.2% 81.6%
D,pax = 200 ms
without suppression 98.2% 98.0% 98.2%
with suppression 96.5% 96.2% 92.6%

Table 6-3: Expressnet: Total System Throughput at ¢ = 10%
G, =20%
the sum of the mean voice and data round lengths are about D, . independent of C.
Thus 7 is a function of packet overhead and T, but not of C. However, with Doax = 2
ms, 7 increases with increase in C. This scemingly anomalous behaviour is caused by the
limited length of data rounds, L 4o = Dm/z = 1 ms. For simplicity, we ignore
interactive data packets in this explanation. At 10 Mb/s. the transmission time for a 1000
bytc packct is 0.8 ms. Thus the propagation delay overhcad of pr = 50 us is incurred
once per 0.8 ms. AL 100 Mb/s, 'I’p decrcases to 0.08 ms while the propagation dclay
rcmains the same. Thus, up to 12 packets may be transmitted in 1 ms and the propagation

delay overhead is incurred once per 0.08x 12 =0.96 ms Ieading to higher cfficicncy.

Under the most stringent delay constraint used, £ = 2 ms, the throughput is still

nmax
appreciable at about 40% of C. At larger vadues of D, the protocol performs very well,
Note that while there is a substantial increase in g achicved by increasing D from 2 to

20 ms, the increase owing to further increasing D max © 200 ms is small.
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6.4.2. Voice Measures

Next we consider tire performance achieved by voice traffic and the cffect on it of
varying parameters such as data load. For the most part. the discussion deals with a 100
Mb/s, 5 km nctwork and applies to lower bandwidth networks except where otherwise

noted.

Loss

Figure 6-3 shows voice loss. ¢. as a function of N with G, fixed at 20% and D, e

taking on values of 2. 20 and 200 ms. For cach value of D the performance is shown

max’
with and without siicnce suppression.  Similarly to the Token Bus (Figure 5-4), as N
increases from zero, there is no loss until N(‘f" . which valuc is dependant on D, ox
Thercafter, loss occurs and increascs linearly wiﬁ'ln xNv. The knec is sharper without silcnce
suppression than with. In the former case, variation in offered load occurs only due to
variation in data traffic, while in the latter case, the number of active voice stations varies
with time lcading to the diffcrence in knee shapes. Afler the knee, the slope of the curves
is lower in the case of silence suppression because cach additional station contributes a

lower additional load.

This graph brings out two important factors. Firstly, increasing D, from 2 ms to 20
ms causes a large increase of about 300% in systcm capacity (Table 6-4). However, the
increase in capacity achicved by increasing O by another order of magnitude to 200 ms
is much lower, about 30%. Thus, there is not much advantage in opcrating an Expressnet
with D, much larger than 20 ms. This corresponds well with the requirements for both
intra-LAN traffic and traffic over a public telephone network. Sccondly. the increase in
capacity due to use of silence suppression is closc to 2.5. the ratio of the average talkspurt'

length to the average silence length 16

To study the cltects of varying data loads on voice performance, we plot in FFigure 6-4
p versus N for several values of G, D is fixed at 20 ms. The shapes of the curves for

diiTercnt Gd are very similar, the main diffcrence being in the point at which the knee

mSimilnr obscrvations are made in {Iinc 85)
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100 Mb/s, 5 km

o= 1% 2% 5% 1% 2% 5%
Doux = 2ms
without suppression 32 34 38 408 422 452
with suppression 7 82 95 880 944 1035
D, .= 20 ms
without suppression 114 116 120 1159 1173 1215
with suppression 264 272 287 2694 2825 2990
D, .= 200 ms
without suppression 153 155 160 1525 1541 1590
with suppression 355 363 380 3396 3595 3716

Table 6-4: Expressnet: Voice Capacity atp = 1. 2. 5%.

10 Mb/s. 1 km and 100 Mb/s, 5km. G, = 20%.

occurs. The change in total throughput. n=n,+7 , is much less than G, for the range

shown (Table 6-5). Further. 5 is less than G due to the loss of data packet arrivals when

the buffer in a data station is occupicd by a packet awaiting transmission. Thus, the

increase in voice throughput, 4 . duc to a decrease in G is smaller than the change inG,

G Without silence suppression With silence suppression
‘75 n, N4 7 n, Ny 7
0 88.8 0.0 88.8 80.5 0.0 80.5
20 73.2 13.3 86.5 67.6 14.8 82.4
50 54.0 317 85.7 52.1 34.3 80.4

Table 6-5: 100 Mb/s, 5 km Expressnct: Throughputs at ¢ = 1%.
D = 20 ms.

nma

We now consider the nature of the loss. Tables 6-6 and 6-7 show details on clipping
when the total loss is 1% and 5% respectively. G is fixed at 20%. Clip lengths are highcr

with silence suppression than without duc to the higher instantancous fluctuations in




N, Loss Length, 7, (ms) Inter-loss time. 7 (s)
max Mean  Stddev Max  Mean  Sud dev

D =2ms
mux

without suppression 408 0.12 0.10 0.5 0012 0010
with suppression 830 0.17 0.15 09 0016 0.083

D .= 20 ms
without suppression 1159 0.24 0.16 0.7 0.030 0013
with suppression 2694 0.65 0.67 11.3 0.041 0.143

without suppression 1525 2.11 0.12 22 0231 0272
with suppression 3396 2598 2404 2578 0246  0.170

Table 6-6: 100 Mb/s. 5 kin Expressnct: Clipping Statisticsat o = 1%
G, = 20%. Parameter D, .
max
N, Loss Length, T (ms) Inter-loss time. 7, (s)
max  Mean Stddev  Max Mean  Std dev

D =2ms

max

without suppression 452 0.18 0.12 08 0004 0.003
with suppression 1035 0.29 0.22 1.1 0007 0030

= 20ms
[1{TA

without suppression 1215 1.06 0.22 1.6 0.021 0.000
with suppression 2990 1.43 1.00 139 0.029 0.079

D =200ms

max

without suppression 1590 10.53 0.49 10.7 0220 0.092
with suppression 3716 2269  27.16  293.5 0369 0398

Table 6-7: 100 Mb/s. 5 km Expressnct: Clipping Statistics at ¢ = 5%
G, = 20%. Paramcter O .
max
traftic. Also, clip length incrcases with Dmux duc to the round-robin service. Loss occurs

when the length of the voice plus data rounds exceeds D, . Insuch cases, cach voice
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station transmits a packet of length P”m once per round. Thus cach station incurs loss
once per round. Since the total loss is constant at 1% or 5%. the average clip length must
increase as the time between clips increases.  [n all cases. except /)ma)c = 200 ms with
silence suppression. the mean clip length is on the order of 1 ms, with the maximum being
less than 12 ms. These values are much lower than the 50 ms threshold cited by
Campanella (see Section 2.3.2). Thus. loss would appear to the user as distortion rather
than perceptiblc gaps. This is the preferred mode of loss for voice transport systems. [n
the exception, D, = 200 ms with silence suppression, the mean is -till lcss than the 50
ms threshold. However. the variance is high with the longest clip being about 260 and 290
ms at ¢ = 1 and 5% respectively. This situation is less desirable. The statistics at ¢ = 5%

are similar, cxcept that the mean clip lengths are higher due to the higher total loss.

Delay
The variation of D_ with N, is shown in Figure 6-5 for several values of D, .. Curves
are plotted for performance with the use of silence suppression as well as without. The

nctwork bandwidth and length are 100 M/bs and 5 km respectively.

Considcring the curves without silence suppression, we see that as N, is-increased
from zero upwards, dclay increascs approximatcely lincarly from a small initial value up to
D, ... 'he mitial value is cqual to the length of the data round. i.c.. 0.125 ms when D, .
= 2 msand | ms when Dmax = 20 and 200 ms. When dclay reaches Dmax. the combined
lengths of the voice and data rounds is cqual o D, . Thereafter, all voice packets have
lcngth Pmax and conscqucntly delay D max the length of the voice round is directly
proportional to N, and loss occurs. While dclay is Icss than D .. standard deviation of
delay is small (Figure 6-6). When delay rcaches Dmax. standard deviation reaches a peak

that increascs with D max and then drops abruptly to a very low value.

With silence suppression, the cffects are similar except that the increase in delay with
N, is stower since the traffic presented by onc additional voice station is 40% that of an
additional voice station without silencc suppression. The point at which delay reaches
D, 18 less well defined because of the greater variation in traffic as voice stations move
between talk and silent states. This variation is in addition to the luctuations in data




Voice Delay, Dy, ms

137

r ./' 4/'
[ Without
suppression

S - -
-

E / / \
i / / \ - - - - I.)max =2ms
[/ /’ With silence —_—20ms
", suppression e 200 ms
/
[ ° N"max
A - — - .
0 1000 2000 3000 4000

Number of Voice stations. Ny

Figure 6-5: 100 Mb/s, 5 knv Expressnet: Voice Delay, Dovs. N,

v (¢ vy goe g
(ld = 20%. Parametcl I)max.




138

100.00¢

L~~~ = Without suppression

- /\
[————— With suppression

L ° NVmax

10.00

Standard Deviation of D, ms

1.00}

.10

01

0 1000 2000 3000 4000
Number of Voice stations, Ny

Figure 6-6: 100 Mb/s, § km Fxpressnct: Standard Deviation of D, vs. N,
A 0/ Doy e af g
G, = 20%. Parameter D




139

traffic, which are present with and without silence suppression.  Standard deviation is
higher with silence suppression than without and the decrease as NV, exceeds .\/‘\f" . is more
gradual due to the variation in voice traffic described above. [n the worst L"fi'i shown,
standard deviation is less than half the mean. and is considerably lower in most cascs. This

may be attributed to the round rubin scheduling of the Expressnet.

The only effect of increasing the average data offcred load. G 7 is to shift the delay
curves to the left (Figure 6-7). Standard deviation curves for G, = 0 and 50% are similar
in shape and peak value to the curve for G, = 20%. D, . = 20 msin Figure 6-6. differing

only in being oflset to the left {or larger Ga. and to the right for smaller Ga.

6.4.3. Data Measures

Next we consider the performance achieved by data traffic and the effccts of various
parameters on it. To recapitulate, data traffic consists of a mix of 50 byte and 1000 byte
packets, representing interactive and bulk traffic respectively. Both types of data traffic
may be transmitted only within the data rounds which alternate with voice rounds. The
length of each data round is fimited to.half of the maximum acceptable voice delay, i.e.,
D72 In the following. data throughput, 4 + Tefers to the total throughput of bulk and
intcractive traffic. Delay is mcasured scparately for the two traffic types and is found to be
similar in both mcan and variance. Hence, only dcelay for interactive traflic is presented.

We present results for a 100 Mb/s, § km network.

Throughput
For G, = 20%, the variation of 5 ,with N is shown in Figure 6-8 for various values of

D s with and without silence suppression. Consider first the curves without silence

. -~ ) . . .
suppression.  For NV<N‘:' . i.e., before the system capacity is reached. 7 d dccereascs
max
. - . . () :
slightly with increase in N, As N_increases beyond ,V",’ . deercases more rapidly
(A

owing to the limited data round length.  For a given N, n, decreases with increase in
D, ., because the voice round length increases with N, (proportionatcly, for N greater
than voice capacity) and cach of the fixed number of data stations can traasmit at most one

packet in each 2-round cycle. This is scen clearly in the casc of D max = 200 ms. Thus if




140

1000.0¢ _ _ _ _

= F Without suppression
5 With suppression
§ ® Nvmax

A

8

'S 100.0t

> r

10.0
F

1.0¢

0 1000 2000 3000 4000
Number of Voice Stations, Ny

Figure 6-7: 100 Mb/s. 5 km Expressnct: Voice Delay., I)v VS, NV

— . Y. Y M
I)mux = 20 ms. Parameter ¢ P




Data Throughput, 74. %

100y

With silence
suppression

| Without \ \
| suppression \ \
\ ®
| \
| \
\
\ -\‘
! \
‘. \
' N\
| N\
b\
1000 2000 3000 4000

Number of Voice stations. Ny,

Figure 6-8: 100 Mb/s. S km Expressnct: Total Data Throughput vs. N,

A 0 ) AT YR
G = 20%. Paramcter I)mx.

141




142

voice performance is a priority, the usual case. larger values of D, are preferable. If.
however. data performance is of concern. lower values of D, would be preferable. This
trade-off is demonstrated in Table 6-8 in which n  is shown for various values of voice loss

and D

max’
b 1% 5% 10%
p . =2ms
without suppression 19.3% 19.3% 19.4%
with suppression 19.5% 19.3% 19.3%
Dax = 20 ms
without suppression 13.3% 13.1% 12.7%
with suppression 14.8% 13.7% 13.0%
D, . =200ms
without suppression 1.8% 1.7% 1.6%
with suppression 5.8% 2.9% 2.2%

Table 6-8: 100 Mb/s. 5 km Expressnet: n jat ¢ = 1.5. 10%.
G,= 20%. Parameter D max’

The cffect of silence suppression is to reduce the decrease in d with N becausc cach
additional voice station contributed a lower additional load. For a given voice loss . 1 d is
larger with silence suppression than without (Table 6-8). The difference is marginal at

Do = 2 ms. and appreciableat D, = 200 ms.

The cffect on 5 jof varying G, is shown in Figure 6-9. Both with and without silence
suppression, the primary efTect of a change in G p is a shift of the curves vertically by an

amount cqual to the change in G{,

Delay
Since cach data station has a single packet bufTer, as has cach voicc station. variation
of data delay with N _is expected to be simifar to that of voice dclay. The main ditlTerence

is that data dclay continues to increase with & beyond /\fv") because a data packet

max
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remains in the buffer until it has been successfully transmitted. regardless of delay. This
correspondence is seen by comparing the curve for data delay for any value of D oo in
Figure 6-10 to that for voice delay for the same value of Dmax in Figure 6-5. Varying G 4
shifts the curyes to the left for larger G, and to the right for smaller G , similar to the effect

in Figure 6-7.

Standard deviation, o , is low, always less than the average (Figure 6-11). For small
N . variations in data load cause the length of the data round. L . 10 fluctuate resulting in a
corresponding fluctuation in the length of the voice round. L. Once N s sufficiently
large. L is constant at approximately NvaaxV/C. and L 4= L . Hence. o 4 'caches a

max
plateau.

6.5. Summary

For the ranges of parameters considered. the Expressnet is found to have a total
throughput strongly dependant on D, but weakly dependant on bandwidth and on the
fraction of wraffic that is offcred by data stations. Without silence suppression and with an
offered data load of 20%. a 100 Mb/s nctwork is shown to be able to support about 1200
active voice stations with a maximum dclay of 20 ms and less than 1% loss. With the use of
silence suppression. the capacity increases to nearly 3000 voice stations. Since during the
busicst period of the day only 10-20% of voice stations in a system are active. the network
could have 12.000 and 30,000 stations attached with and without silence suppression
respectively. Note that a conversation requires two active stations. The loss is comprised
of frequent short clips that are subjectively more tolerable than longer clips. There is a
high corrclation between the lengths of adjacent clips. indicating that every voice packet
suffers similar clips. The effect of varying data load is to change voice capacity without

afTecting the quality of the voice service.

Data trafTic is scen to achieve a fairly constant share of the network bandwidth in the
preferred region of operation, i.c.. when total ofTered load is less than C and voice loss is
less than 1%. Undcr higher loads. data throughput [alls as voice trafTic gets precedence.

Data delay increases with N to some value related to D, .. and thercalter increascs only
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gradually. Standard deviation of delay is low under low loads and stabilizes under

overload.

Performance is shown to be relatively insensitive to the value of the voice protocol

parameter. .. provided that P . is chosen much less than P oa

o~ P . is relatively

large. small amounts of loss can occur even with Nv much lower than N‘v” . A study of
max
the maximum data round length, L, . indicates trade-offs between ¥, and 7, with
max i
larger values of L d favouring data traffic at the expense of voice. This trade-off is less

max
significant with silence suppression than without.

We note that our conclusions regarding the voice capacity are similar to those in an

earlicr study [Fine 85].‘7

Our work extends Fine's study in several respects. With regard to
voice performance, we investigate the nature of the clips in addition to the total clipping.
With regard to data performance, Fine makes the heavy traffic assumption that all data
rounds are of maximum length. In contrast. we model the performance of individual data

statinns under various loadings.

nlndecd. this adds to the credibility of the simulators used in our work and in the earlier work.
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Chapter 7
Results: Comparative

Having examined the performance of the individual networks, we are in a position to
present a comparative evaluation. As in the previous chapters, we first examine voice
performance and then data performance in an integrated voice/data environment. The
emphasis is on contrasts between the networks, and on identifying the regions of good
performance of each. Topics such as the optimization of P . and the effects of
protocol-specific parameters such as TRT in the case of the Token Bus and L y in the

. max
Expressnet are covered in Chapters 4 - 6.

The protocols selected for evaluation span a wide range of available broadcast bus
protocols. By restricting our attention to bus networks we are able to make uniform
assumptions regarding parameters such as carrier sense time and synchronization
preamble lengths which are dependant on the physical transmission medium. Due to the
popularity of the broadcast bus topology, this class includes a large fraction of local area
nctworks (sce Chapter 1). The Ethernet is a contention-based protocol that has proved
useful for data traffic and is coming into widespread use. The Token Bus and Expressnet
are contention-free round-robin schemes of the DAMA class [Fine & Tobagi 84).
Depending on the selection of various parameters, several protocols in the DAMA class,
such as FASNET and various ring protocols, have performance similar to that of the
Token Bus or Expressnet and hence our results are indicative of the performance of such
protocols also,

We compare the networks at bandwidths of 10 and 100 Mb/s. A summary of the
simulation parameters is given in Table 7-1 and Scction 2.5. As in the preceding chapters,
we first prescnt upper bounds for voice traffic only. This is followed by a detailed
comp-rison of the protocols with integrated voice/data traffic.
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Netwark Parameters:

Token Bus:
Max data token rotation time
Max voice token rotation time
Lxpressnet:
Max data round length, Ld
Max voice round length, L ™%
max
Station Parameters:
Packet overhead. Po
Packet preambile, P
Packet buffers
Carrier detection time, ¢ od

Voice Parameters:

Ethernet:
Minimum delay, D,

Token Bus, Expressnet:
Minimum delay, Dmi’l

>D
max
Unlimited

/2
max
Unlimited

10 bytes

64 bits

1

1.0 usat C = 10 Mb/s
0.1 usat C = 100 Mb/s

0.4Dmax at Dma)c i 2ms
O.SDmx at D”m = 20. 200 ms

0.125 ms at Dmax =2ms
1.0 msat Dmax = 20, 200 ms

Table 7-1: Summary of simulation paramcters

7.1. Voice Traffic Upper Bounds

We first present in Table 7-2 the maximum number of voice stations that each of the

nctworks under consideration can support without loss. Two configurations arc assumed:
10 Mb/s, 1 km and 100 Mb/s, Skm. Silence suppression isnotusedand O, = 2, 20 and

200 ms. The values for the Ethernet are from our simulation while simplc analytical

formulac arc used for the other networks.  For the Token Bus, a random ordering of the

stations in the logical ring is assumed with the mcan distance between successive stations

in the ring being rp/3. N,

is given in Equation (5.1) (page 111) for the Token Bus and

max
in Equation (6.1) (page 125) for the Expressnet. The thcoretical maximum is given by

Lcv].
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D, ax Ethernet’  Token Bus Expressnet  Theor Max
10 Mb/s, 2ms 30 51 67 156
1km . 20 ms 100 129 138 - 156
200 ms 125 153 154 156
100 Mb/s, 2 ms - 165 650 1562
Skm 20 ms 125 848 1378 1562
200 ms 1100 1441 1541 1562

* . .
ufrom simulation.
random ordering of stations in the logical ring.

Table 7-2: System Voice Capacity, N‘:)
C = 10. 100 Mb/s. Voice stations only, without sileff¢ suppression.

Considering the 10 Mb/s case, we see that the Ethernet voice capacity is a small
fraction, about 20%, of the thcoretical maximum at D, .= 2 ms. The capacity of the
other networks is substantially larger. In the Ethernet, in addition to the packet overhead,
there is inefficicncy due to collisions which increases as the packet length decreases. When
D"m is increased to 20 and 200 ms, the capacity of the Ethernet increases to acceptable

fractions of the nctwork bandwidth due to a reduction in collisions. The other nctworks

also show increases. though of a smaller magnitude.

For a 100 Mb/s, S km network. parameter a=7p/Tp increases by a factor of 50
compared to the 10 Mb/s. 1 km network. Thus. the Ethernet capacity is a small fraction of
network bandwidth even at larger values of D . For the Token Bus, the cffect of
propagation dclay in passing the token, p/3 on the average due to the assumption of
random ordcring, is evident in that the capacity incrcase is less than a factor of 10
compared to the corresponding capacitics at 10 Mb/s. This is more pronounced at lower
values of D, . For the Expressnet, since the overhead of T is incurred only once per
round rather than once per packet, the increase in a has no effect on throughput. We note
that under the optimum ordering the performance of the Token Bus is very similar to that

of the Expressnet.
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7.2. Voice/Data Traffic

From the preceding section, it is clear that the Ethernet is not a viable option for voice
transmission at 100 Mb/s under the conditions considered. The Token Bus and
Expressnet are both seen to merit further study at the higher speed of 100 Mb/s. [n the
remainder of this chapter, we compare the performance of the various networks in further
detatl, first at 10 Mb/s and then at 100 Mb/s for each of the performance measures. The

Ethernet will be included only in comparisons of performance at 10 Mb/s.

7.2.1. Voice Measures

We examine first the performance of voice traffic and the effects of data traffic on it
The key mcasure of voice performance is loss. Delay is of importance primarily from a

system design point of view.

Loss

We consider first the influence of maximum voice delay, D o and then that of data
offered load. G, on voice loss. Fora 10 Mb/s, 1 km network. the variation of ¢ with N is
shown in Figure 7-1 for the Ethernet, Token Bus (with TRT = D max) and Expressnet.
D . =20msG, = 20%. and the curves with and without silence suppression are shown.
The shapes of the curves are similar for the different networks. For low values of N, there
is no loss. At the point at which loss begins. there is a well-defined knee. Above the knee,
loss increcascs rapidly. The knec is less well-defined in the case of the Ethernet. “This may
be attributed to the random nature of the access protocol compared to the more orderly

round-robin schemes uscd in the Token Bus and Expressnet.

In the case without silence suppression, the curves of the Token Bus and Expressnet
arc almost identical. This is to be expected since the scheduling mechanisms are similar
and propagation dclay. which is the major difference between the two protocols, is
rclatively small.  When silcnce suppression is used. however, the Expressnet performs
better than the Token Bus. This is due to the assumption that voice stations in the silent
statc rcmain in the logical ring in the Token Bus to avoid the overhead associated with
Icaving and rcentering the ring.  Thus. each silent voice station transmits onc packet

consisting of = 10 bytes of overhead each round to pass the token.
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. ms
max
2 20 200
Without silence suppression:
Ethcrnet 1 43 117
Token Bus ~0 103 152
Expressnet 32 114 152
With silence suppression:
Ethernet 2 103 259
Token Bus 11 207 339
Expressnet 77 265 363

Table 7-3: 10 Mb/s, 1 km: Voice Capacity at ¢ = 1%. D, = 2.20,200 ms
Ethernet, Token bus. Expressnet
G, = 20%. with and without silencc suppression

A summary of the loss curves is given in Table 7-3 in which the voice capacity. N(vl) ,
max

is shown for Dy = 2. 20 and 200 ms. Considering first the Ethernet, when D, o is
increased from 2 to 20 ms. N, increascs from close to zcro to about 1/3rd of the
maximum capacity.  When D,::it is increased from 20 to 200 ms, Nv"m more than
doubles. At low values of Das i.c.. short packets. the Ethernet sufters both from
relatively higher overhead per packet and from increased collision rates.  As D
increascs. both factors decrease leading to the large increase in N . In the case of the
Token Bus and Expressnet, therc is a large increase when D, . is'mgrcuscd from 2 to 20
ms. However, when D is increased irom 20 to 200 ms, the increase in capacity is lower.
In these networks, incfficiency arises primarily duc to packet overhead. In the Token Bus,
atsmall O, . propagation dety becomes significant and henee capacity is lower than in

the case of the Expressnet.

To quantily the effect of varying data loads on voice performance, we present in Table

7-4 N‘v') for Gd = 0. 20 and 50% with D, fixed at 20 ms with silence suppression in

™




154

Data Offered Load. G 4

0% 20% 50%

. Ethernet 257 103 0

Token Bus (TRT = 20 ms) 232 207 197
(TRT = 25 ms) 232 187 153
Expressnet 291 265 158

Table 7-4: 10 Mb/s, 1 km: Voice Capacity at ¢ = 1%. G, = 0, 20, 50%.
Ethernet, Token bus, Expressnet.
Dmax = 20 ms, with silence suppression.
effect. Without silencc suppression, the picture is similar except that the figures arc lower
by a factor of 2-2.5. The figures for the Ethernct show clearly the effect of the lack of
priority for voice traffic: as G increases from 0 to 50%. Nl decreases from 257 10 0. In
the Token Bus, with TRT = 20 ms chosen to give mgh priority to voice, voice
performance is not very scnsitive to data offered load. When N, reaches a value such that
the token rotation time exceeds TRT, data stations do not transmit at all according to the
protocol (Section 5.1). The choice of L, = 10 ms in the Expressnct gives weaker
priority to voice: data stations arc not c’l’:?r)\tied service completely (scc Section 6.1.1).
Hence, ) has a greater effect on N, than in the case of the Token Bus. but smaller
than in the casc of the Ethernet. We t;,:)al:: that the priority mechanisms in the round-robin
protocols are not intrinsic and could be implemented in cither protocol with similar

eflects.

These differences may be clarified by examining the total throughput, 5. and its
division between voice and data, n,and g ate = 1% (Table 7-5). In the Ethernet, » d=
G, Owing to the random arrivals of data packets. voice performance suffers and loss
reaches 1% at smaller values of 5 as Gd increases, Thus, 7, decreases by an amount larger
than the increase in n,e In the two round-robin protocols, however, 7 is not strongly
dependant on G " Thus, the decrcase in n, with increase in G ¢ 1S approximately equal to
the increase in ¢ We note that the choice of TRT = 25 ms in the Token Bus, yields 5 d
= 14.5% and 36.0% for F = 20% and 50% respectively, very close to the values in the case

of the Expressnct.
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Ethemet Token Bus Expressnet
(TRT = 20 ms)

N, N4 n n, N4 n n, N4 n

SQQQ

0 654 00 654 592 00 592 751 00 751
20 259 200 459 532 103 635 684 149 833
50 00 500 500 507 127 634 506 355 8.1 .

Table 7-5: 10 Mb/s, 1 km: Throughputs at ¢ = 1% for G, = 0, 20, 50%.
Ethernet, Token bus, Expressnet.

D, .= 20 ms. With silence suppression

With G, = 0% and silence suppression in effect. the capacity of the Ethernet. 257
stations, exceeds that of the Token Bus, 232 stations, This scemingly anomalous behaviour
is due to the overhecad caused by silent stations taking part in the token passing in the
Token Bus. '

Finally, we examine the nature of the loss in the different networks. Statistics on clip
length and inter-clip time are shown in Table 7-6 with ¢ = 1%, D, = 20 ms and Gd =
20%. We see that in the Ethernet. the mean clip length is less than 10 ms but the variance
is high with the maximum being closec to 200 ms. This can be more of an annoyance to the
listener than the clips in the Token Bus and Expressnet which have small means and
maximum valucs. In the Ethernct, the corrclation of the length of adjacent clips is found
to be close to zero. This occurs because of the random nature of the access protocol.
While one packet from a station might suffer a number of collisions and hence large loss.
the next might be successful on the first attempt. In the 2 round-robin protocols, there is

significant correlation which increases to closc to unity for large .

C=100Mb/s

We now Lurn our attention to a 100 Mb/s, 5 km network. Here, we study only the
Token Bus and Expressnet. Qualitatively, voice performance is similar to the 10 Mb/s
networks (Figure 7-2). The principal difference is in the magnitude of M”  (Table 7-7),

max
We sce the effect of the propagation delay incurred in passing the token in the Token Bus
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Nv Clip Length. 7'/(ms) Inter-clip time. Tm (s)
max — Mecan Stddev  Max Mcan  Sid dev
Ethernet 103 1.5 14.7 176.1 0.75  0.747
Token Bus 207 0.4 0.24 2.8 0.04 0.048
Expressnet 265 11 1.18 17.9 0.11 0314
Table 7-6: 10 Mb/s. 1 km: Clipping Statisticsat ¢ = 1%
Ethernet. Token bus, Expressnet
D, = 20ms. G = 20%. with silence suppression
D __.ms
max
2 20 200
Without silence suppression:
Token Bus ~0 157 1429
Expressnet 408 1159 1525
With silence suppression:
Token Bus 15 1132 2936
Expressnct 830 2694 3396

Table 7-7: 100 Mb/s, 5 km: Voice Capacity at o = 1%. D, = 2.20.200 ms.

Token bus, Expressact.

G, = 20%. With and without silence suppression.

in the lower capacitics compared to the Expressnet. This is especially evident at small

D

ma

capacity increases to about

With the Expressnct, cven

. when the voice capacity of the Token Bus is close to zcro. At D

—_ 9 ‘
— 20 ms, the

50% of the maximum, and to about 90% with I)mux = 200 ms.

at 100 Mb/s and 5 km. propagation dclay is not significant.

Incfliciency is duc almost entirely to packet overhead. We note that increasing TR'T such

that the data throughput is

the Token Bus by 5-15%.

the same in both nctworks would decrease the voice capacity of
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Delay

Considering voice delay, we show in Figure 7-3 Dv as a function of N, forD = 20
and 200 ms with silence suppression for the various networks. In the case of the Ethernet,
delay is close to D max EVEN at small N, owing to the choice of Poin = O.SDmax o

maximize capacity (Section 4.5.2). Even under heavy traffic conditions the Ethernet access

protocol allows some new packets to be transmitted with low delay while older packets are-

max
D isless than D . The Token Bus and Expressnet exhibit similar delay characteristics

in the retransmission back-off phase after multiple collisions. Thus, even with .V >N

with D increasing approximately linearly with N, and reaching D, at N~N,6 . Note
that for low N, D is lower in the casc of the Expressnet than the Token Bus gﬁé to the
assumption in the latter that idle voice stations continue to participate in the tokcn passing.
Variance of delay is fow in the two round-robin schemes. and drops to close to zero when
D, reaches D - The Ethernet exhibits higher variance increasing monotonically with
N,

v
7.2.2. Data Measures

Next we consider the performance achieved by data traffic and the effects of various
parameters on it. To recapitulate, data traffic consists of a mix of 50 and 1000 byte
packets, representing interactive and bulk traffic respectively. Throughput figures are the
aggregate for both traffic types. while delay is computed scparately. Since delay
characteristics are similar for the two traffic types, we report only delay for interactive
data,

Throughput

In Figure 7-4 total data throughput. ¢ ¢ s plotted as a function of N, for Dmax =20
ms and G, = 20 and 50%. The performance of the Ethernet and Expressnet are similar
with g d decreasing gradually with increasing N, Data packets reccive lower priority in the
Expressnet.  However, the total throughput for a given N, is higher in the case of the
Expressnet and hence 7 d is higher than for the Ethernet. in the Token Bus, with TRT =
Dmax. data throughput drops rapidly to zero as N approaches N, | i.e.. as the round

l max
ength reaches Dma -
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Also indicated on the curves are the points at which N, = N‘v” . It is desirable from

max
the point of view of voice traffic to operate to the left of this point on each curve. In a
system operating at N = N, . the Ethernet achieves higher data throughput than the

. max
two round-robin schemes.

C = 100 Mb/s
The variation of data throughput with the number of voice stations at 100 Mb/s is
similar to that at 10 Mb/s in the case of the Token Bus and Expressnet (Figure 7-5). With

N, = N‘v” My is about 70-80% of G P in the case of the Expressnet, but is close to zero in
max

the Token Bus owing to the values of the priority parameters used. Choosing TRT to yield
the same data throughput at N‘v') as in the Expressnet would reduce the voice capacity of
the Token Bus by 5-15%. In the Token Bus. there is a region with N, about 1000 in which
1,18 lower when G, = 50% than when G, = 20%. This behaviour occurs because we use
a larger number of data stations to generate the higher offered load. This results in a
longer period being spent in passing the token and consequently the round length exceeds
TRT for smaller values of N, Similar behaviour, though less pronounced, is cbserved in

Figure 7-4.

Delay

In Figure 7-6. interactive data delay is plotted as a function of Nv for Dmax = 20 ms
and G 4= 20%. Similar curves are obtained for other parameter values. As is to be
cxpected from the throughput curves presented above, delay in the Token Bus increases
rapidly to infinity as N, exceeds N‘J’ . Delay characteristics in the case of the Ethernet
and Expressnet are similar to one ar;"gfher. The Ethernct achieves lower delay due to the
equal priority for all packets and the low delay'achieved by some packets that are:
transmitted with few or no collisions. The knee in the curves occurs at N, close to /\/v')
and the valuc of D, at this point is related to D, Thestandard deviation of D, is nuﬂ?ﬁ
higher in the casc of the Ethernet compared to the Expressnet (Figure 7-7). For N>
N‘v') . standard deviation decrcases after rcaching a peak. In this region, all voice packets
arcm{(l)xf length D_ .. variation in delay occurs only due to variation in data packet arrivals

and in thc number of voice stations in the talk state.
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7.3. Summary

The use of a parametric simulator has enabled us to provide a detailed and accurate
characterization of the performance of a range of broadcast bus protocols with integrated
voice/data traffic. By varying key system parameters, we have covered a large volume of
the design space. This study provides insights into the relative merits of random access

and ordered round-robin access and of two priority mechanisms for round-robin schemes.

The contention-bascd Ethernet protocol is found to provide good performance at low
loads and when propagation delay is relatively low (i.e.. the parametera = = p/ Tp is small).
Under these conditions, the overhead involved in the round-robin schemes results in
higher delays. especially in the Token Bus with its explicit token. Under heavy loads or
when q is large, however, the Ethernct is inefficient due to contention while the
round-robin schemes operate in a more deterministic and hence efficient fashion, with the
Expressnet with its implicit token and optimum ordering providing better performance
than the Token Bus with random ordering. We note that under the assumption of
optimum ordering, the performance characteristics of the Token Bus are very similar to

those of the Expressnet.

At a bandwidth of 10 Mb/s and with a data load of 20% or less. the Ethernet is found
to have good performance at D, = 200 ms and acceptable performance at D, .. =20
ms. Thus, it could be used successfully as the basis for an intcrcom system. but is more
limited in use with the public telephone network. The poor performance of the Ethernet
stems from the high contention overhead per packet. on the order of scveral times the
end-to-end propagation delay, which increases with shorter packets, and from the lack of
prioritization. The two round-robin schemes, the Token Bus and Expressnet, are more
suited to integrated voicc/data applications. At 10 Mb/s. the Token Bus cxhibits good to
excellent performance at D, = 20 and 200 ms, but is unacceptable at Dmax = 2ms.
Owing to the propagation delay in passing the token, at 100 Mb/s, performance is poorer
aD ax = 20 ms though still good at Dmax = 200. Considcring Dmax =20ms,. G 4= 20%
and the usc of silence suppression, at a bandwidth i 10 Mb/s, the voice capacities of the
Ethernet, Token Bus and Expressnet arc 100, 200- and 270 stations respectively. At 100
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Mb/s, the Token Bus and Expressnet have capacities of 1100 and 2700 respcctively. Note
that the number of telcphones in a system is typically 5-10 times the number that can be

simultaneously active.

A detailed examination of the nature of loss indicates that in the case of the Ethemnet,
clips can be as high as several tenths of a second with ¢ = 1%. There is high variance in
the clip length and adjacent clips arc uncorrelated. In the round-robin schemes, clips are
on the order of several milliseconds and occur more frequently. Variance of clip length is
low and correlation of adjacent clip lengths is high. The latter form of loss, short clips

occurring frequently, is more acceptable to listeners than the former.

The Ethernet provides good performance to data traffic even when the number of
voice stations is well above voice capacity. The average data packet delay in the Ethernet
is low but variance of delay is high. In the two round-robin schemes, the performance
achieved by data traffic is dependant on the choice of the priority parameters, TRT and
L"max' With these parameters chosen to yield the same data throughput at N(‘" , the two
schemes exhibit similar data traffic behaviour with N < M . The value of /\’/'{j{ is seen
to be dependant on the scheduling overhead. This is ”gzsxpecially signiﬁcan”{axat high
bandwidths on the order of 100 Mb/s. In such cases optimum ordering of the station
significantly increases N‘v‘) . This optimum ordering is inherent in the Expressnet

max
protocol but is difficult to maintain in practise in the Token Bus.




167

Chapter 8
Conclusions

8.1. Conclusions

The performance of broadcast bus local area networks has received considerable
attention, resulting in an understanding of many of the problems of multi-access protocols.
Consicering a widely used implementation, the IEEE 802.3 standard which is very similar
to the Ethernet, we note that several important features are difficult to model
mathematically. Likewise, with integrated voice/data traffic on broadcast bus networks,
prior work has provided understanding but has limitations. In this work, we have used a
range of evaluation tools to address two related aspects of broadcast bus local area network
performance. The first was the performance of the Ethernet under diverse traffic
conditions. The second was the performance of several broadcast bus local area networks
with integrated voice/data traffic. The use of measurements and detailed simulations
enabled us to obtain an accurate and realistic characterization of performance, providing

new insights into the problems,

We measured performance on operational 3- and 10-Mb/s Ethemets with artificially
generated traffic loads. This showed that the protocol performs well over a wide range of
conditions. Throughputs greater than 75% were achieved with packet lengths greater than
.64 bytes and 200 bytes on the 3- and 10-Mb/s networks respectively. Average delays were
usually moderate, on the order of a few milliseconds, but individual packets occasionally
suffered large delays on the order of several 100 ms. The measurements also indicated the
limitations of the protocol at high bandwidths and/or with short packets, i.e., when a, the
ratio of the end-to-end propagation delay to the packet transmission time, is large. This

occurs since for each packet transmission there is a contention overhead on the order ¢
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the propagation delay while stations leam of each other's transmission attempts. Further,
our measurements revealed that the performance of the Ethemnet is poorer than the
predictions of prior analyses of the CSMA/CD protocol. This is especially true in the
region of poor performance. This, however, is precisely the region in which accurate
performance assessment is important. The differences are due to several differences
between the implementation and the models, principally the behaviour after a collision

and the number of stations on the network.

For further exploration of the protocol in the region of marginal performance, we.
used a detailed simulation, validated with our measurements. It was shown that
performance of the standard Ethernet algorithm degrades with large numbers of stations,
on the order of several hundreds. A simple modification to the algorithm enables high
throughput, close to that predicted by prior analysis, to be maintained even with large
numbers of stations. Other aspects studied included the effects of the number of buffers
per station. These results allowed us to determine the region of applicability of the
analytic models for the pre=iction of Ethernet performance. A simple formula for
maximum throughput [Metcai‘e & Boggs 76] was shown to be a good predictor with
a<0.01 while a sophisticated Markovian analysis [Tobagi & Hunt 80] is useful for a<0.1.

Also by the use of simulation, we have quantified the performance effects of different
physical distributions of stations on an Ethernet. It was shown that with symmetric
distributions of stations on a linear bus, stations at the ends achieve poorer performance
compared to stations near the centre. This is an effect of the non-zero propagation delay.
For a station near the centre, all stations leamn of its transmission attempts within half the
end-to-end propagation delay, ie., 7 p/2. For a station near the end, the corresponding
vlunerable period is = 5 With asymmetric distributions, isolated stations achieve poorer
performance, while stations in large clusters obtain a higher than average throughput. For
example, with 39 stations clustered at one end of a 10 Mb/s, 2 km Ethernet and 1 station at
the other end, with a packet length of 40 bytes, the isolated station was found to achieve a

throughput of less than 1/ lomvthat achieved by each of the stations in the cluster.

_Turning next to the use of packet-switched networks for real-time voice traffic, we
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have proposed a new protocol for packetization of digital voice samples. Each packet is
allowed to vary in length between some minimum and maximum to adapt to changing
load. Thus, low delays are obtained under low loads while high utilization is maintained
under heavy loads by the minimization of per-packet overhead. While the maximum
packet length is determined by the delay that users can tolerate, the minimum 1s a function
of the network protocol and other parameters. We have empirically determined the
optimum minimum length over a wide range of conditions. For round-robin protocols,
the value is not critical provided it is small compared to the maximum, less than about
1/10®.  For random-access protocols, on the other hand, the optimum is close to the

maximum,

In Chapter 2, we examined the characteristics and requirements of voice/data traffic.
By the identification of key parameters and the definition of ranges of interest for these
parameters, we formulated a network-independent framework for the comparative
evaluation of broadcast bus local area networks. For reasons of consistency and accuracy,
we developed a parametric simulator for multiple traffic types on broadcast bus local area
networks. In a systematic study of representative networks, key pérametefs were varied
over a wide range, thus providing numerical results, via interpolation, over a large region
of the design space. Networks evaluated were the random-access Ethernet (IEEE 802.3
standard) and two round-robin schemes, the Token Bus (IEEE 802.4 standard) and the

experimental Expressnet.

Broadly speaking, random access schemes can provide similar performance to the
round-robin schemes at light loads. Under heavy loads, however, the round-robin
schemes operate in a more deterministic manner and provide better performance. The
_Ethernet was shown to provide satisfactory service at moderate bandwidths, up to 10
Mb/s, and when delays of 20 ms and greater can be tolerated by voice traffic. At higher
bandwidths, with high data loading, or under stringent delay constraints of 2 ms, the voice
performance is poor. While data traffic is able to efficiently utilize bandwidth temporarily
unused by voice traffic, fluctuations in data traffic lead to loss of voice samples.

The contention-free round robin schemes provide good performance even at high
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bandwidths of 100 Mb/s and under 2 ms delay constraints. In the casc of the Token Bus,
performance at moderate bandwidths was found to be independent of the ordering of the
stations in the token-passing ring since the propagation delay is negligible compared to the
packet transmission time. At high bandwidths, this ordering becomes important. In the
Expressnet, with inherently optimum ordering, performance was good over the entire
range of interest. With a data load of 20%, a delay constraint of 20 ms, the maximum
number of 64 Kb/s voice stations that can be accommodated at a bandwidth of 10 Mb/s is
100, 200 and 270 in the Ethernet, Token Bus and Expressnet respectively, assuming the
use of silence suppression. At 100 Mb/s, the corresponding capacities are 1100 and 2700
voice stations for the Token Bus and Expressnet respectively. Note that the number of
telephones that a system can support is typically 5-10 times the voice capacity. Thus, these

broadcast bus networks can support quite large telephone systems.

We have investigated two priority mechanisms for round-robin schemes, the token
rotation timer (TRT) and the alternating round mechanisms. Both mechanisms provide
similar performance, with the latter being marginally superior. For a given data
throughput, the alternating round mechanism allows a voice 'mpacity up to 10% greater
than that with the TRT mechanism.

Differences in the nature of the loss of voice under overload were found between the
networks. In the Ethernet, clips are moderately large and highly variable with low
correlation between the lengths of adjacent clips due to the random order in which
competing stations achieve network access. Some clips may be several 100 ms in duration,
much longer than the threshold of 50 ms [Campanella 76] at which the individual clips
become subjectively perceptible rather than merely contributing to background noise. In
the round-robin schemes, for the same total loss, clips are much shorter than 50 ms and are
more frequent with high correlation between the lengths of adjacent clips. In these
schemes, under overload, every station suffers a similar clip in every round. This is

subjectively more acceptable.

In summary, by the use of appropriate evaluation tools, especially measurement and

detailed simulation, we have provided new insights into the behaviour of the Ethemnet




171

protocol under diverse conditions. The usc of simulation and a uniform framework for
evaluation has enabled us to study the trade-offs involved in the design of access protocols
and priority mechanisms in broadcast bus local area networks for integrated voice/data

traffic.

8.2. Suggestions for Further Work

The broad scope of this work provides several avenues for further research. One is the
inclusion of other classes of interconnection structures, such as star and circular topologies
(see Chapter 1). The star topology includes the digital PBX switches traditionally used for
voice telephony. For cases where high data loads are expected, the Ethernet could benefit
from some form of priority. Several schemes have been proposed in the literature. A
scheme such as MSTDM [Maxemchuk 82] could prove useful (see Section 1.2).

Given the large number of data points we have provided, it may be possible to
develop approximate analyses for interpolation and extrapolation. While this may be
relatively easy in the case of the round-robin schemes, in the Ethernet, finding an
approximation that is valid over a sufficiently wide range as to be useful may prove
difficult. The principal obstacle is the back-off algorithm which depends on the number
of successive collisions that a packet has suffered. This necessitates a large state space even
for small networks (see Section 4.3). A possible approach is to model the network as a

single load-dependant server, with the service rate derived from our data.

We have held several parameters fixed in our evaluations. These include the brecise
mix of bulk and interactive data traffic, the number of data stations used to generate a
given data load, and the arrival processes used. Our experience suggests that for realistic
‘ranges these will not significantly alter our results. The one parameter that will have a
significant effect is the voice digitization rate, V. Lower encoding rates are likely to
provide an approximately linear increase in voice capacity in the round-robin schemes. In
the Ethernet, with utilization dependant on packet length, lowering ¥ beyond a point may
actually lead to a decrease in voice capacity. It is also realistic to consider a mix of voice

stations having differing encoding rates and differing delay constraints.
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In our comparisons we have implicitly assumed that the cost of the various alternatives

is the same. While this assumption is justified to some extent by the fact that the physical

transmission medium can be made the same in all the protocols studied, the implemen-
tations of the network-interface units differ significantly. In the Token Bus, mechanisms
to handle error conditions such as loss or duplication of the token, which we have not
considered, add considerably to the complexity of the implementation. The Expressnet
requires simpler mechanisms for cold-start and keeping the network alive, but requires
three uni-directional taps as opposed to a single bi-directional tap in the other two
networks. A complete design study must include a cost/performance study and reliability

considerations.

Finally, local area networks can be considered for other traffic types, such as bursty
real-time traffic resulting from process control, video and facsimile in addition to voice
and data. This will be particularly attractive with the development of fibre-optic networks
with bandwidths on the order of 1 Gb/s. Impetus for such networks is provided by the

growing interest in wide-area integrated services digital networks [ISDN 86).
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Appendix A
Notation

The following is a summary of the notation used in this thesis.

For a variable taking on a set of values, { X}, the following notations are used:

X X, Mean of X
oy Standard deviation of X
Xmm Minimum of X
X Maximum of X
max

The following subscripts are used to qualify variables:

dD Data

b B. Data (bulk)

il Data (interactive)
vV Voice

p. P Packet

Note: subscripts of subscripts may be omitted when the mcaning is clear from the
context.

The following is a list of symbols used:

o Channel bandwidth
D Delay
d Network length
G Offered load. % of C
L Round length
L Round maximum
Number of hosts
N‘vq” Maximum number of voice stations with loss = ¢
P Packet length, P = Pp+ P+P,
P, Packet data
P, Packet overhead
P ) Packct prcamble
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a

A time period, described by the subscript
An instant in time.
Inter-clip time

Packet transmission time
Clip length

Token rotation timer
Voice coder rate

Voice sample loss, % of G,
Throughput, % of C
Inter-packet arrival time
Propagation delay

174
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Appendix B
The Simulator

In this Appendix we briefly describe the structure of the simulation program,
emphasizing unusual aspects of the implementation. This is followed by some details of

the validation.

B.1. Program Structure

The simulaivs models the system at the level of the data-link layer [Zimmermann 80]
with some aspects of the physical layer included. e.g., signal propagation delay and crude
modelling of some circuit delays. Thus. most aspects of the system can be captured by the
use of a discrcte event-driven simulator. The handling of certain continuous-time
‘processes such as carrier-sensing pose difficulties which are dealt with later in this section.
Primarily for rcasons of portability. the simulator is implemented in a widcly-available
general-purpose language, Pascal. The simulator has been run under the TOPS-20 and
Unix opcrating systems. The size of the simulator for the CSMA/CD. Token Bus and

Exprcssnct protocols is about 6000 lines, excluding comments.

The program is divided into several modules (Figure B-l).]8 The station modules
contain most of the protocol functions found in stations in a real system. The network
module contains certain functions, such as carricr-sensing, that can be efficiently

performed given global state imormation available in a simulator but not in a real system,

]8Pascal docs not provide independent modules. The modules we refer to are logically related procedures
and functions collected in a single, scparately compited file,
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Scheduler

The event scheduler maintains a list of pending events, advances the clock to the time

of the next event and invokes the appropriate modules to handle the event. It also
includes auxiliary procedures for servicing requests from other modules for scheduling or

rescheduling of events.

In a network with a large number of stations, the number of pending events may be
large. Thus, the use of a simple data structure such as a linked list for storing the events,
requiring O(n?) time for performing n insert and delete operations, is inefficient. More
efficient dlata structures exist with complexity O(nlogn) for n operations. The structure we
use is the 2-3 tree (see Chapter 4 in [Aho et. al. 75]).

The representation of time poses a problem. In order to be able to simulate networks
with widely varying bandwidths, it is desirable to use real variables for time. Pascal,
however, has a limited precision for real variables, 7-8 digits for the versions used. The
range from the bit-transmission time on a 100 Mb/s network, 10 ns, to the run lengths of
several 10s of seconds requircd for accuracy of statistics easily exceeds this precision.
Implementing higher precision in softwarz is feasible but would result in greatly increased
overhead in manipulation of time variabics. High resolution, however, is necessary only
for periods of rclatively short duration, e.g.. propagation delay over short scgments of
cable must be accurate to within nanoscconds while the run length nced only be accurate
to milliscconds. These can be achicved within the constraints of Pascal real variables by
represcnting iime t relative to some fixed t, It is merely necessary to ensure that
(=t <10%, where p is the number of digits of precision available and & is the desired
resolution. This is accomplished by periodically incrementing t, by some § < 10%¢ and
simultancously decrementing all time variables by §. With § = 9 ms, this procedure

incurs an overhcad of less than 1%.

Station Modules
The code for station procedures is split into two modules. The traffic generation
module generates traffic as described in Sections 2.2.1.3 and 2.2.2.3 according to specified

paramcters. This is independent of the network protocol being simulated.  Parameter
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values are specified in an input file and may be set independently for each individual
station. Since the simu'lation is stochastic. parameters such as packet arrival rates and
packet lengths have both average values and distributions specified. All stations use the
same congruential multiplicative random number generation algorithm with a cycle of
2! where n is the word length of the computer. To reduce dependencics, this cycle is

divided into sub-cycles of length 10° and each station uses a different sub-cycle.

The second station module is the protocol-dependant module. There is one such
module for CSMA/CD protocols and one for the round-robin protocols, the Token Bus
and the Expressnet. The module implements the finite-state machine shown in Figure B-2

(with some additional transitions and/or states for specific protocols).

The station is in the idle state while awaiting the arrival of a packet. When a packet
arrives, it moves to the queued state, awaiting its turn in the round-robin schemes, or
awaiting the end-of-carrier in CSMA. Upon either of these events, the station moves to
the trying state where it attempts to acquire the channel. Once acquisition is successful,
the station moves to the busy state. In this state, successful transmission of the entire
packet is guaranteed. In case the acquisition attempt is unsuccessful, the station goes to
the inactive state where it remains for some period depending on the protocol. [n
CSMA/CD. this corrcsponds to the back-olf period after a collision. Depending on
factors such as thc number of failurcs, the station may decide to abandon the packet,

rcturning to the idle state. or to retry after some period. returning to the qucued state.

Network Module

The network module implements aspects of the physical layer such as signal
propagation along the channel. It also includcs global state information such as a list of
currently transmitting stations which is uscd to providc to the station modulcs information
such as whether or not carricr is present at a given location at a specified time. 'Thus, when
the channel is busy. instead of a station sensing the channcl for carrier at closcly-spaced
intervals to approximate the continuous process of waiting for the channel to go idle, the

network module may be able to compute this from its global information. If the

information cannot be computed currently, the station is placed in a queue in the network




179

Start of
daccess attempt

Packet

arrive

arrival Retry .
Access

failure

Abandon [nactive

Access attempt

successful

Fad of
transmission

Figure B-2:  Station Finite-State Machine




180

module. For each station in this queue, when the network determines unambiguously the

time that the channel will go idle at that station, it notifies the station module.

Similarly, in the round-robin protocols, it is inefficient to have the station module
simulate the receiving and passing of the token for stations that do not have a packet to
send. This is especially true under light loads. To avoid this, each station is added to a
queue in the network module when it has a packet ready for transmission. At the end of
each transmission, the network module examines its queue and uses knowledge of the
order of the token-passing ring to determine which station is the next to transmit a packet

with data. An appropriate event is scheduled for that station.

Input and Output

The parameters for a simulation run are specified in an input file. This file contains
three sections: simulation parameters such as transient and run times; network parameters
such as the protocol, bandwidth and length; and station parameters such as packet type,
length, arrival process and network-interface unit parameters. All station parameters,
about 10-15, may be specified independcently for each station, or a common set may be

specified for stations of each packet type.

The output module computes statistics of intercst for cach station and aggregate
statistics for all stations of cach packet type and for all stations. Certain aggregates, for
example, average packet delay, arc computed only for cach packet type since it is not
meaningful to average delay across packcet types. Throughput. on the other hand, is

computed for individual stations, for each packet type and for all stations.

B.2. Validation

We next discuss steps taken to enhance conl.den. in the correetness of the simulator
and in the statistics obtaincd. The use of modular programming and the type-checking
facilities afforded by Pascal were helpful in minimizing errors, Several lcvels of testing
were used during debugging. First, tracing all events during a simulation run with a few
stations and manually checking for correct opcration helped climinate sevcral bugs. Next,

for simulations with a large number of stations, the simulator was run for some time to
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reach steady-state. Events were then traced for some period and manually checked. This
unearthed some bugs tl}at did not occur with small numbers of stations. Finally, the
simulator was run with parameters as close as possible to those in our Ethernet
measurcments (see Section 4.2) and various statistics were compared. Details of these are
presented below on page 183. For the round-robin networks, for which exact analytic
expressions are available under certain assumptions, the simulator was run under those-
assumptions for validation. The simulator was also run with parameters to match those
used in studies in the literature. In all these tests, satisfactory correlation was obtained,

with differences being attributable to minor differences in models and to statistical error.

Transient and Run Times

Since the simulator is not, in general. started under steady state conditions, it is
necessary to run the simulator for some transient period before observations arc made to
allow it to reach steady state. Thereafter, observations are made for some time and various
performance measures are estimated based on a finite number of samples. For examble,
given N observations, {x.x, ...k of a random variable X, we obtain an estimate,
"'=2,,N=1X,,, of the true mean. u. To determine whether m is a good estimator of p we
obtain confidence intervals at some confidence level, typically, 95%. For this purpose, it is
necessary to obtain several independent samples of m. Due to the large number of stations
and the complexity of the local arca networks studied, the regenerative method is not
practical. Hence, we rcsort to the method of sub-runs. In the following paragraphs, we
give details on the determination of suitable transient and sub-run times for usc in our

simulations [Kobayashi 81).

Since the random nature of the Ethernet access method is likely to result in greater
fluctuations of measurcs with time compared to the more detcrministic round-robin
schemes, we determine transicnt and run times for the Fthernet. Scveral combinations of
paramcter values were used. We present details for a 10 Mb/s, | km Ethernet with data
load, G, = 20%, and the number of voicc stations, N, = 80. Since silence suppression is
not used. this represents a situation of overload. The cvolution of several measurcs with
time is determined by running the simulator for run times between 0.1 and 60 s without

any transicnt period (Table B-1). Also shown arc 95% confidence intervals obtained in a
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benchmark run having a transient time of 20 s and run time of 100 s divided into 5 equal
sub-runs. It is seen that after about 10 s most measures stabilize to within the conflidence

interval of the benchmark run.

Voice Measures Data (bulk)
t D @ L n D
& (ms) %) (s) %) ()
0.1 13.41 3.58 19 16.0 1.95
0.5 13.05 14.60 129.8 14.72 491
1.0 12.89 15.46 248.7 14.24 5.28
2.0 12.86 14.55 345.2 13.76 4.30
5.0 12.79 14.67 414.5 13.31 5.17
10.0 1281 15.10 4217.2 13.43 4.84
20.0 12.82 15.17 437.7 13.41 4.63
60.0 12.84 15.11 444.7 13.44 476
100.0‘ 12.85+0.04 15.29+0.39 4454x74 13.53%0.11 4.76+0.59

.

t = 20s¢ un = 5%20s  95% confidence intervals.

transient

Table B-1: 10 Mb/s. 1 km Ethernet: Transient behaviour of some measures.

G = 20%. Dmax = 50 ms. Nv = 80. Yyransiont = 0s. Parameter L

In the above experiments, the computation of the measures always included the initial
transicnt period. thus biasing the results.  Therefore. we conduct an alternate scries of
experiments with a variable transient period during which no obscrvations are made
followed by a fixed run time. Using this method, the transicnt behaviour is shown in
Table B-2 with transient times of 0.1 to 60 s and a run time of 10 s. By eliminating the
initial period during which the simulator is far from the steady state, the required transient
time is much lower than in the previous method, with most measures stabilizing after a

transicnt of about 1 s.

By similar experimentation, we arrive at suitable transicnt and run times for various
sets of paramcter values. We note that the determining factor is the number of samples.

The total number of packets in a simulation run is on the order of 50,000 - 500,000 and
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Voice Measures Data (bulk)

. D P 4 n D
o (ms) %) (ms) @) (me)
0.1 12.81 15.16 430.6 13.26 5.44
0.5 12.79 15.02 4429 13.29 4.80
1.0 12.80 14.99 449.9 13.33 472
20 12.86 15.26 4417 13.37 486
50 12.87 15.35 4421 13.58 442
10.0 12.84 15.23 448.1 13.39 444
20.0 12.80 14.92 445.0 13.17 431
60.0 12.85 15.32 441.1 13.43 474

100.0. 12.85%£0.04 15.29+0.39 4454+7 4 13.53%x0.11 4.76%0.59

-

t = 20s, Lo = 5%20 s, 95% confidence intervals.

transient

Table B-2: 10 Mb/s. 1 km Ethernet: Transient behaviour of some measures.

G 4= 20%. D”m = 50 ms. Nv = 80. b = 10 s. Parameter Lansient”

depends on the number of stations, the packet length and the talkspurt/silence lengths.
Thus, for 10 Mb/sand O, | = 2and20 msweuse?, .. = 5" 10sand¢ = 30-100
s, divided into 5 - 10 subruns. For Dmax = 200 ms. voice packcts are longer and hence we
incrcase the times by a factor of 2 - 4. At 100 Mb/s. the number of stations is farger and

we use ! =l-55andtm=5-2()s.

transtent
Comparison withMeasurement

Comparison of simulation results with mcasurements on an actual systcm serves two
purposes. namely to cnsure that the simulation model is a faithful representation of the
system, and to enhance confidence in the correctness of the program. In the case of the
Ethernet, this is particularly important since accurate analytic models that consider all
aspects of the implementation arc not available (sce Scction 3.1).  Hence, we use our
measurements described in Scction 4.2 for validation, Because of the nature of the
implementation of the 10 Mb/s Ethernet and the stations used in our measurements,
interface circuit delays could not be estimated accurately. In the 3 Mb/s Ethernct, on the
other hand, the simplicity of the stations and access to logic diagrams and microcode

cnabled us to estimale delays with greater accuracy [Boggs 82]. Here oo there are some
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residual differences between circuit and propagation delays in the Ethernet and in the
simulation. Thus, we c}o not expect exact correspondence, and will show that some
modifications to the simulation to. approximately model these dcl;ys improves the
correspondence. In this section, we present comparisons of several performance measures
obtained from simulation and measurement for the 3 Mb/s setup described in Section
4.1.2. We note that comparison of delay and throughput measures for the 10 Mb/s-
Ethemet yielded good correlation.

We consider the shortest packet length for which we have measurements, 64 bytes. In
the absence of better information, we assume that stations are uniformly distributed on the
network. Recall that we have assumed constant values for circuit delays such as
carrier-detection and jam times. In reality, these values vary between stations. Further,
stations are connected to the common bus via drop cables of varying lengths which
introduce additional delays. To compensate for these delays, we introduce into the
simulation séme random jitter, t/ , in the carrier detection time which is now defined to be

t , + t, where t,is uniformly distributed in the range [0, ¢, ).
od T J Jmax

In Figure B-3. throughput is plotted as a function of offered load. G, with [jmax =0
and 2 ps. Also shown is the corresponding curve from measurement. We sce that without
the jitter, the simulation underestimates throughput, while with (, = 2 us, corrcspon-
dence is very close. This occurs because increasing jitter sprcads,?;zlft the timcs at which
several backlogged stations attempt to transmit after the end of carricr. Thus, there is a
higher probability that the signal from the first station to transmit will propagate to the
others before they begin to transmit, reducing the collision rate. In Figure B-4, average
packet delay is plotted as a function of G under the same conditions. We see that the

incrcased throughput with increased jitter results in a slight increasc in packet delay.

In Figurc B-5. cumulative collision histograms arc plotted for the conditions described
above with G = 320%. ‘The hcight of the A bin gives the number of packets transmitted
with fewer than i collisions, expressed as a percentage of the total number of successfully
transmitted packets. Note that as jitter is incrcased, a larger fraction of packets are
successful afler fewer collisions and the histograms from simulation are closer to those

from mcasurement.
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In summary, without jitier. the simulation overestimates the collision rate and
consequently underestimates performance compared to measurement. By the intro-
duction ofsomcjiue-r, we arc able to reducce the collision rate in the simutation sulliciently
that performance is slightly overestimated. The fact that the correspondence differs for
different measures may be attributed to the fact that the jitter is only an approximation to
some of the variable delays in the real system. Given these iesidual diffcrences in delays, -

the correlation between measurement and simulation may be said to be good.
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